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Abstract

Research methods in economics and social sciences are evolving with the
increasing availability of Internet and Big Data sources of information. As
these sources, methods, and applications become more interdisciplinary, the
4th International Conference on Advanced Research Methods and Analytics
(CARMA) is an excellent forum for researchers and practitioners to
exchange ideas and advances on how emerging research methods and
sources are applied to different fields of social sciences as well as to discuss
current and future challenges. This edition was celebrated in a hybrid format
because of the uncertainties created by pandemic.

Keywords: Big Data sources, Web scraping Social media mining, Official
Statistics, Internet Econometrics, Digital transformation, global society.
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Preface

1. Preface to CARMA2022

This volume contains the selected papers of the Fourth International Conference on
Advanced Research Methods and Analytics (CARMA 2022) hosted by the Universitat
Politécnica de Valéncia, Spain during 29 and 30 June 2022. This fourth edition consolidates
CARMA as a unique forum where Economics and Social Sciences research meets Internet
and Big Data. CARMA provides researchers and practitioners with an ideal environment to
exchange ideas and advances on how Internet and Big Data sources and methods contribute
to overcome challenges in Economics and Social Sciences, as well as on the changes in the
society after the digital transformation.

The selection of the scientific program was directed by Maria Rosalia Vicente, who led an
international team of 47 scientific committee members representing institutions worldwide.
Following the call for papers, the conference received 58 paper submissions from all
around the globe. All submissions were reviewed by the scientific committee members
under a double-blind review process. Finally, 35 papers were accepted for oral presentation
during the conference, ensuring a high-quality scientific program. It covers a wide range of
research topics on the Internet and Big Data, including public opinion mining, web
scraping, search engine data, tourism and mobility, social behavior, data economy, or
marketing and social media, among others. Additionally, 11 papers with promising work-
in-progress research were selected for presentation during the conference.

The scientific program includes two keynote speakers that will review the state-of-the-art
techniques and applications of the Internet and Big Data. The first keynote address is given
by Giuliano Resce (University of Molise, Italy) to overview the latest digital methods for
Economics and Social Sciences. The second keynote speech is delivered by Fabian
Braesemann (Oxford Internet Institute, UK) and deals with the Social Data Science in the
Digital Economy.

CARMA 2022 also featured two special sessions on “Big Data in Central Banks” and
“Internet and Big Data in Official Statistics,” chaired by Juri Marcucci and Aidan Condron,
respectively. Both sessions gave a complementary institutional perspective on how to use
the Internet and Big Data sources and methods for public policy and official statistics.

The conference organizing committee would like to thank all who made this fourth edition
of CARMA a great success. Specifically, thanks are indebted to the authors, scientific
committee members, special session organizers, invited speakers, session chairs, reviewers,
presenters, sponsors, supporters, and all the attendees. Our final words of gratitude must go
to the Faculty of Business Administration and Management of the Universitat Politécnica
de Valencia for supporting CARMA 2022.
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Abstract

Internet neutrality — a principle against the discrimination between Internet
data packages — has been one of the most debated Internet regulation
policies in the last decade. However, this debate seems to be very fragmented
and there is not a global comprehension of the direction of it. In this paper
we try to fill this gap circumscribing the literature on Internet neutrality.
Through the open-source software VOSviewer we provide a visual analysis of
the relationship between the 50 most relevant words occurring in the
abstracts of scientific publications on the topic in the last 15 years.

Keywords: Internet, Literature Analysis, Net Neutrality, VOSviewer.
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1. Introduction

Internet (or net) neutrality has been the most relevant Internet regulatory policy of the last
decade (Jacobides, 2020). The principle of net neutrality requires that all Internet data
packages, regardless of their content, origin, destination, or type of equipment used, should
be equally treated. (Wu, 2003). In general terms we can say that the debate on the need to
set the obligation of net neutrality is between: on the one hand the Content Providers with
strong market power (e.g. Amazon, Google, Meta, Netflix) which defend it under the
argument of maintaining Internet as an open and global network that fosters innovation; and
on the other hand the Internet Service Providers (e.g. Orange, Movistar, TIM, Vodafone)
which argue that net neutrality discourages investments in maintenance and extension of
network capacity because free rider behavior from the Content Providers side is allowed.

The academic results about the argument are often inconclusive and the regulatory policy
sometimes contradictory'. In other words, the literature about Internet neutrality seems to
be very fragmented and there is a lack of comprehension of its global direction. Therefore,
the inconsistency between the results often obtained in differents fields of literature may
explain the contentious and polemic debate that still continues on whether net neutrality is
necessary and how to enforce it.

In this paper, through an analysis of the words occurring in the abstracts of scientific
publications, we provide a global snapshot of the academic literature on net neutrality. We
show that the debate is very interdisciplinary, involving law, economics, engineering and
political sciences. However, in our analysis we found two dominant macro-areas of study in
the literature: the the economic debate and the legal perspective. We interpret this
compartmentalization of fields as an absence of synergy between economic and legal
outcomes, which adds complexity and generates confusion in the net neutrality debate.

In Section 2 we present the methodology employed to provide a visual analysis of the net
neutrality literature. Section 3 presents the main results. Finally, conclusions are provided.

2. Method

On the database Web of Science’ we looked for scientific publications which had the
locution “internet neutrality” or “net neutrality” either in the title or in the abstract section.

1 In 2015, the European Union incorporated regulations on net neutrality like the one established in the US between 2015 and
2017. In the European Union, since 2016, it is the Body of European Regulator for Economic Communications BEREC that
manages the guidelines about net neutrality. In general terms, BEREC prohibits any type of quality discriminatory practice such as
prioritization. However, certain financial discrimination practices such as zero-rating are allowed on a case-by-case basis. More
recently, in September 2021, the Court of Justice of the European Union, by analyzing the cases of Vodafone and Deutsche
Telekom in Germany, decided that zero rating offers (use of applications without data consumption) violate the net neutrality
principle. This is a clear signal about how still confusing and hectic the debate is.

2 Entered the 15th of February 2022.
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This search produced a total of 368 available contributions, of which 264 articles, 52
proceeding papers and 26 book chapters. Only 296 pubblications resulted supplied with an
abstract field>. For our analysis we focused on the co-ocurrences of words within the
abstracts.

Using a minimum threshold of occurrence of 10 times — counting also if a word appeared
more than once within the same abstract — we identified a total of 175 possible relevant
terms. Starting from that list of words we brainstormed and selected the most important
ones given the context, that is Internet neutrality, according to standard procedures in the
field (Caputo et al. 2021 and Donthu et al. 2021). Thus, even if some terms occurred very
frequently, we excluded from the visual analysis 92 words which had no relevance given
the context or which had a too general or ambiguous meaning, in the sense that they could
be easily coupled with several other words in several different ways. For instance, we

EERNT3 ER T3 LR34

excluded words such as “analysis”, “content”, “decision”, “internet”, “issue” or “paper”.

In a second stage of refinement of the remaining 83 terms left we grouped the words with a
coincidental or identical meaning. For example, we merged “commission” and “fcc” with
“federal communications commission”, “Europe” with “European Union” and “law” with
“legislation”. In the same way we decided to merge “costumer”, “consumer”, “end user”,
“internet user” and “user” into one single category. This further refinement left us with 48
unique words with no ambiguity or synonyms plus other 10 words derived from merging 35

similar terms.

For the visual analysis of the network between the identified words we used the open-
source software VOSviewer (van Eck and Waltman 2010, 2014).

3. Results

We first start with some general indexes and then we move to the network analysis.

3.1 General bibliometric indexes

Figure 1 shows the publication and citation history of the 368 contribution identified on
Web of Science starting from 2006. As it is possible to notice from the bar chart, the
literature on Internet neutrality constantly grew until 2018, when we can observe the pick
for both the mentioned variables. FUrthermeore, the scientific production on the theme had
a significant drop during the Covid years. On the one hand this is might be a natural trend
of many fields of research, because the focal center moved on the health emergency. On the
other hand, this conspicuous drop is surprising given the importance that Internet had

3 Since the number of abstracts was relatively low we decided not to exclude any publication from the following analysis.
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during the lockdown periods to carry out fundamental socio-economic activities and the
consequent increase in traffic volumes (Feldmann et al. 2021).
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Figure 1. Publications and citations over time, 2006-2022. Source: Web of Science, Citation report

Table 1 summarizes instead the main fields of literature of the publicaitons according to the
Web of Science categorization®. The research fields that mostly engage with the Internet
neutrality debate are communication, telecommunication, information science, law,
economics. Other 57 categories were present, but only less than nine contributions per
category belonged to those areas. Therefore, they are not shown in Table 1.

3.2 Visual analysis of the network

Focusing on the relationship between the words present in the abstracts of the identified
publications, we can notice (Fig. 2)° that already after the first round of refinement — thati is
the elimination of non-significant words — we obtain a clear split of the 50 most relevant
words in two macro-clusters (areas of research), mainly connected through the very central
node represented by the term “neutrality”.

4 One publication can belong to more than one field, so there is the possibility of multiple counting.

3 For this visualization we used a binary counting of words, which counts only the number of documents in which a term occurs.
The double or triple appearance of the same word within the same abstract is counted as one. Out of the 66 total words so
identified we selected the 50 most relevant.
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Table 1 — Web of Science main categories of the identified contributions

Field Times
Communication 70
Telecommunications 66
Information Science Library Science 62
Law 60
Economics 49
Engineering Electrical Electronic 42
Computer Science Information Systems 33
Computer Science Hardware Architecture 27
Computer Science Theory Methods 23
Computer Science Software Engineering 20
Management 19
Polittical Science 13
sy.m
——— gt megel stakaljolder o
wagld
endgiser internet serige providers techgology
quality traffic " b
welfare = dis- & >
consumer ne‘ity_
‘contenv’ovider o . 5 o
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incemtive platform
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‘ eutppe
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Figure 2. Network visualization of the 50 most relevant words, no merge of synonyms. Source: VOSviewer

The left cluster (green) contains words like “content provider”, “internet service
provider(s)”, “market”, “model” and “competition”. This is a clear indication that one
important part of the literature on Internet neutrality is basicallly focused on the normative
(meant in an economic sense) configuration of the Internet market and the economic
relationship between the main market actors. This is confirmed also by the co-presence of
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words like “end user” or “consumer” and “welfare”, that refer to the idea of the impact of
different market structures on the aggregate welfare in general and on the Internet
costumers in particular and by words like “cost”, “revenue” and “incentive” that refer to a
strict economic perspective. For an extensive review on the economics of net neutrality we
readdress to Lee and Wu (2009), Schuett (2010), Kramer et al. (2013), Greenstain, et al.

(2016), Kramer and Peitz (2018).

The right cluster (red) of Fig. 2 contains terms like “state”, “federal communication
commission”, “law” and “policy”, indicating that another part of the literature has been so
far focused on the legal equilibrium, that is the enforcement of the principle of Internet
neutrality. However, there are still some words like “technology” or “stakeholder” that,
despite having some intrinsic meaning in the Internet context, do not have a clear
collocation within the network. For an extensive review on regulatory instruments and
competition law linked to net neutrality we readdress to Owen (2014), Ohlhausen (2016),
Maniadaki (2019) and Comeig et al. (2022).

Furthermore, analyzing the 10 strongest links within the network of Fig. 2 we observed that
the central node of the network is exactly the word “neutrality”, and this mainly occurs
together with very significant terms like “market” and “policy”.

After the second stage of refinement — that is the merge of synonims — we can observe from
Fig. 46 how the network becomes subject to a more detailed interpretation.

As before (Fig. 3) we can still observe a clear split between the economic and the law
perspective, with “service provider” and “regulation” constituting a sort of focal points of
an ellipsis around which all the other words are distributed: the two focuses are indeed
connected by the strongest link in the whole network. We interpret this in a straightforward
way: the literature on net neutrality mainly deals with the regulation of Internet Service
Providers, seen as the issue. However, compared to Fig 2, in Fig. 3 a new cluster is formed
(light blue). The latter, together with some words in green and red — like “cost” or
“infrastructure” —, indicates in our opinion that there is also a part of the literature focused
on the technological and infrastructural dimension of Internet neutrality, probably a
reflection of the research categories listed in Section 3.1.

6 For this visualization we used a full counting method of words, includes the total number of occurrences of a term within all the

documents, even if it appears multiple times within the same abstract. Out of the 58 total words that respected our criteria, we
selected the 50 most relevant. We added the further filter of having a minimum cluster of five words.



Klaudijo Klaser, Lucia Desamparados Pinar Garcia

networkeperator

blockghain
quality
invesgment te‘h“’gy
comrt
distriution
- -

contenfprovider confiict

® Epr cast & Sodety

infrastgeicture
S stage

incentive model “ data law

welfare o, _ 8

serwc@vrder reg‘ion information
system s
ptice & traffic COmMUPICAtion” * nitadistates \
platform p‘y PENDCY
termination fee revenue ‘ eulppe Bl
regulator ©
policynaker  telecomminication
open iaternet
. vertical inegration Tk
%, VOSviewer

Figure 3. Network visualization of the 50 most important words. Source: VOSviewer

4. Conclusions

By using the VOSviwer software we obtained a visual analysis of the academic literature
on Internet neutrality. The network outputs disclosed two macro-clusters of words
representing two main areas of research with little interconnections: the economic studies
and the legal perspective. The third identified cluster, representing the results related to the
more technical fields (telecommunications, electronic engineering or information systems),
stays somehow in between and draws upon the former two.

In conclusion, with our paper, we pointed out that there seems to be no convergence in the
debate on Internet neutrality, with the economic and legal perspectives still focused on very
different elements, even if both sides agree on the need to regulate the market through the
regulation of Internet Service Providers. Policymakers should take into account this divide
and try to include the results of these two macro-areas in a transversal way into the
regulation. Indeed, only an overarching approach can guarantee an ergonomic regulation
for such a technically and economically dynamic sector as the Internet market.
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Abstract

The European Union is also working intensively on the ethical development
and use of artificial intelligence. The European Parliament, which
commented on the issue of intelligent autonomous robots in January 2017,
expressed the need to supplement the existing legal framework with ethical
principles and an "effective ethical framework for the development,
manufacture, use and modification of robots". This ethical framework should
be based on the principles of expediency, harmlessness, autonomy and
Justice. The study analyzes the interconnection of ethical and legal rules in
the field of AI and shows possible directions of development
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Ethical Behavior and Legal Regulations in Artificial Intelligence

1. Introduction: Moral machine

The current state of affairs regarding the topic of Machine Ethics and the ethical autonomy
of Al algorithms can be summarized as follows. Machines and platforms equipped with
advanced Al and machine learning algorithms may differ in what their purpose is, even
coming up with surprising solutions, plans and designs, but only in serving the goals that
we set for them. The algorithm whose programmed goal is to “prepare a good dinner” may
decide to serve steak, lasagne, or even a tasty new dish it creates by itself, but cannot decide
to assassinate its owner, take his car and go to Iceland to rescue penguins because it became
a vegetarian. Similarly, algorithms that are part of weapons systems, drones and unmanned
aircraft, which choose their own targets without human intervention, fulfil their mission,
adapt and respond to unforeseen circumstances with minimal human oversight, but cannot
change or cancel their own mission if they had any moral reservations. It seems most
rational to consider the ethical issues that may arise from these technologies before the
technology is widely disseminated and deployed in practice (Allen et al., 2005). Moral
machines capable of autonomous ethical reasoning and decision-making without any
human oversight will necessarily emerge in the future. However, recent approaches to
machine ethics have shown that researchers and programmers need to seek advice from
philosophers and ethics to avoid novices’ mistakes and to understand deep-rooted
methodological problems in ethics better. If they fail to address these problems properly,
their efforts to build adequate moral machines will be severely hampered. How to decide
what steps are morally right is one of the most difficult questions in our lives.
Understanding the ethical pitfalls and challenges associated with these decisions is essential
to building intelligent, moral machines.

The first area of Al ethics, research deals with creating and applying ethical rules and
standards. This area formulates recommendations that should respect fundamental rights,
applicable regulations, and guiding principles and values, ensuring the ethical purpose of
Al while ensuring their technical robustness and reliability. Ethical requirements and rules
should be included in the various steps of the Al creation process, from research, through
data collection, the initial design phase, testing the system to its deployment and practical
application. Thus, this area of Al ethics mainly addresses questions about how developers
should behave to minimize the ethical damage that may occur in Al, whether due to poor
(unethical) design, inappropriate use, or misuse. This branch is commonly referred to as
robotic ethics and has already led to the formulation of many declarations (Montreal
Declaration for a Responsible Development of Artificial Intelligence), to postulating the
main ethical principles and rules (Boddington, 2017; Boden 2016), formulating standards
for producers and developers (International Organization for Standardization 2016), and
designing best practices for developing and manufacturing platforms with AI (IEEE
Standards Association 2017).
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2. Machine ethics and ethical autonomy of Al

The most important and rapidly developing area in terms of Al ethics is the layer of ethics
of autonomous intelligent systems and Al platforms evolving over time through self-
learning from Machine Ethics data. The second branch of Al ethics research deals with how
robots and Al platforms can behave ethically autonomously (Allen et al., 2005). This area
of Al ethics research is referred to as Machine Ethics. The main aims and assumptions of
this branch of machine ethics have been formulated by the authors and participants of the
AAAI Fall 2005 symposium'. On this basis, authors W. Wallach and C. Allen have
developed the term - artificial moral agents (AMAs), which is now used in this area of Al
ethics. AMAs research can be considered a scientific endeavour to answer the question of
whether, in principle, it is possible to model moral behaviour — whether ethical rules are
convertible to algorithms autonomously (Anderson & Anderson, 2010). In many areas, it is
impractical to wait for human decision-making because the amount of data, the speed of
response, and waiting for human intervention make the decision impractical. In recent
years, the interdisciplinary field of machine ethics — how to use machine learning to create
algorithms with ethical rules to become either implicit or explicit moral factors — has
become extremely important due to current and expected technological developments in
computer science, artificial intelligence (Al) and Robotics (Gunkel, 2014; Lin et al., 2012).
On the basis of great technological advances in Al, the emergence of fully autonomous,
human-like, intelligent robots capable of ethical reasoning and decision-making seems
inevitable. “Robots with moral decision making will become a technological necessity
(Wallach, 2007). “Artificial Moral Agents are necessary and, in a weak sense, inevitable!”

I use the term “AMAS” to refer only to algorithms, platforms, and robots that are explicit
ethical agents (those who have an explicit set of normative principles that they can use in
decision making). AMAs come into play only when the task is fully automated (Moor
2006). Regarding autonomous technology, the transfer of moral roles to machines is not a
matter of specific choice. Conversely, such delegation depends on the general
characteristics of the automated task. If we choose to automate a task that does not, in any
way, require the exercise of moral authority when performed by humans, there is no need
for moral machines (AMAs). And vice versa, if a task requires some form of moral
authority when it is performed by humans, then delegating the same task to autonomous
machines necessarily means transferring a moral role. However, if autonomous machines
are deployed to perform tasks that, when performed by human beings, show a moral aspect,
then we either decide not to address that side, or we need to find a way to implement some
form of morally relevant data processing and action selection into the machines themselves.

1 https://www.aaai.org/Library/Symposia/Fall/fs05-06.php
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“As systems get sophisticated even more, and their ability to function autonomously in
different contexts and environments expands, it will become more important for them to
have ‘ethical subroutines’ of their own” (Allen et al. 2006, p. 14).

This, of course, would not mean that the algorithm would “become” human. Instead, it
would provide us with tools for cooperation that would not offend our moral sensitivity and
satisfy our moral expectations. The general objective of AMAs research is complex.
Researchers want to create machines with autonomous ethical decision making. Thus, it
seems that the moral issues arising from the autonomous functioning of the machine need
to be specifically addressed (Allen et al. 2005). This is what Machine Ethics is trying to do:
to build machines that work not only efficiently, not only safely, but also in a morally
satisfactory way — that is, in a way that would ideally prevent moral harm and agree to
confirm moral goodness. In the long run, Al will be ubiquitous, and it should, because in
many areas, it can do better work than humans. Not only will their intellectual prowess
exceed ours, but their moral judgment may be better.

3. Human Well-being with Autonomous and Intelligent Systems

We seem to be in an intermediate period before the mass diffusion of a new and
fundamental technology, which is advanced Al algorithms (Anderson & Anderson, 2007,
Allen et al., 2006; Boden, 2016; Moor, 2006). As a strategic technology, Al is now rapidly
developed and used around the world. However, it also brings with it new risks for the
future of jobs and raises major legal and ethical questions (Lin et al., 2012). Al
technologies should be developed, deployed and used with an ethical purpose and based on
respect for fundamental rights, taking into account societal values and ethical principles of
beneficence, non-maleficence, human autonomy, justice and explainability (Moor, 2006;
Wallach, 2007). It is a prerequisite for ensuring the credibility of Al. In order to address the
ethical risks and make the most of the opportunities that AI brings, the European
Commission has published a European strategy on the Ethics of Al It puts humans at the
centre of Al development and defines so-called Human Centric Artificial Intelligence
(HCAT).

4. Artificial Intelligence for Europe

At the European level, the European Commission’s Communication Artificial Intelligence
for Europe? and the Coordinated Plan on Artificial Intelligence “Made in Europe™ issued
by the European Commission in December 2018 are the starting documents in the field of

2 https://ec.europa.eu/digital-single-market/en/news/communication-artificial-intelligence-europe

3 https://ec.europa.eu/digital-single-market/en/artificial-intelligence#Coordinated-EU-Plan-on-Artificial-Intelligence
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Al This Coordinated Plan sets out the European Union’s strategic objectives and priorities
in the field of artificial intelligence. It is the overarching European strategy for Al, which
was developed in collaboration with the Member States and calls on the Member States at
the national level to -implement the Coordinated Plan. The Member States are thus required
to submit national Al strategies by the end of 2019 at the latest, including setting
investment measures and implementation plans. In April 2018, the European Commission
published a Communication on Artificial Intelligence for FEurope, proposing a
comprehensive and integrated European approach to Al. According to this document, the
EU should respond to the current developments in Al and create a pan-European initiative
focusing on three pillars:

e increasing technological and industrial capacity and deploying artificial
intelligence across the economy,
e focus on socio-economic issues arising in the context of artificial intelligence (AI)

e providing an ethical and legal framework for Al technology.

The third pillar of EC Communication deals with legal and ethical issues related to Al. The
European Commission has committed to developing ethical standards and guidelines for the
use of AL In this context, the High-Level Expert Group on Artificial Intelligence?, which
brings together Al experts, has been established to develop guidelines and
recommendations on Al ethics. As part of the Communication, the EC also initiated the
creation of the so-called European Artificial Intelligence Alliance, a broad discussion
platform for various interest groups. The main strategic documents on Al ethical issues,
which also provide a framework for this area, are:

1. Draft Ethics guidelines for trustworthy Al — published on 18 December 20183
2. Communication: Building Trust in Human Centric Artificial Intelligence —
published on 8 April 2019°

The third pillar, focusing on the ethical and legal context of Al development, is based on
the above-mentioned strategic documents of the European Commission and formulates the
main objective based on them. Credible human-centred Al has two components:

1. it should respect fundamental rights, applicable regulations, and the guiding
principles and values shared in the EU, thereby ensuring the “ethical purpose” of
Al

2. it should be technically robust and reliable because even without intentional
malice, Al technologies can cause unintended harm or damage.

4 https://ec.europa.eu/digital-single-market/en/high-level-expert-group-artificial-intelligence
3 https://ec.europa.eu/futurium/en/ai-alliance-consultation/guidelines#Top

6 https://ec.europa.eu/digital-single-market/en/news/communication-building-trust-human-centric-artificial-intelligence
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5. Conclusion: Trustworthy Al

The ethical requirements for trustworthy Al should be incorporated into every step of the
Al algorithm development process, from research, data collection, initial design phases,
system testing, and deployment and use in practice. And how things really are? Do we
really consider the benefits of Al versus the possible risks? Do we currently emphasize the
ethical dimension of the development and implementation of new innovations in robotics
and artificial intelligence?
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Abstract

In this paper, we study how the interaction with consumers on social media
impacts impulse buying using the data of 396 questionnaires. The results
confirm that the e-tailer's reputation, familiarity, and the relevance of his
social media communication positively impact trust and impulse buying. We
have also found that social distance moderates the effect of the e-tailer’s
reputation and the perceived relevance of the e-tailer's social media
communication on impulse buying. Knowing how social media communication
influences impulse buying enables companies to strengthen synergy between
social media presence and the online store.
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1. Introduction

For more than a decade, social media has aroused a huge enthusiasm among economic
players. Social media served as a communication medium between the user and his circle of
friends and acquaintances (Husain et al, 2016). Their use quickly diversified. Consumers now
use social networks to assess their consumption experience, compare offers, discover new
products, recommend brands, or lead a boycott campaign (Anderson et al, 2011; Aragoncillo
and Orus, 2018). Social networks are social platforms that brands and retailers use to interact
with their customers. E-tailers and brands diversify the content they publish on social
networks to engage and retain the consumers (Schivinski and Dabrowski, 2014). Thereby,
social networks have become an efficient tool for managing and developing customer
relationships and gaining customer trust (Getry et al, 2018).

Social media has brought about a change in the power balance between the brand and the
consumer, which acts on the brand's communication almost instantly. The brand or the online
retailer is therefore forced to manage the flow of content created by consumers by enhancing
it if it is in its favor and rationalizing it if it is more critical. Brand pages on social media can
serve as an effective tool for building a trusting relationship with fans by instantly answering
their questions, engaging in conversations with them, and taking their suggestions and
complaints into account (McClure and Seock, 2020). With the tremendous development of
the Internet and social media, and therefore the ascent of multi-channel distribution,
customers are exposed to marketing stimuli that promote impulse buying (Dawson and Kim,
2009). The web's flexibleness and accessibility have also augmented the tendency to buy
online impulsively (Wu et al, 2016). Previous research has studied the effect of the synergy
between communication on social networks and traditional communication (TV, email) on
sales and purchase decisions (Kumar et al, 2016; Tarabich, 2017). However, to our
knowledge, a limited amount of research has focused on studying the link between the
presence of the e-tailer on social networks and its website and its effect on impulse buying.
In Marketing and information systems literature, a wide effort has been dedicated to
establishing the determinants (consumer response, store cues, situational stimuli, and product
characteristics) that influence impulse buying (Chan et al, 2017). However, there is a lack of
research on the role of brand communication on social media in impulse buying. Chen et al
(2018) state that several research studies have analyzed the effect of social media on planned
buying but little research has tried to explore the facilitating role of social media in impulse
buying.

This research aims to understand the synergy between the online retailer's presence on social
media and his official website and its effect on impulse buying. Analyzing this synergy helps
identify the underlying mechanisms which push customers to buy on a whim. Therefore, our
research question is: how the non-technical aspects of the online retailer, for instance,
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familiarity and reputation, and the relevance of the online retailer's official communication
on social media affect impulse buying on his website?

To meet the research's objectives, first, we present the theoretical framework and the research
model. Next, we discuss the results in light of previous research. Finally, we explain the
research limits and future avenues of research.

2. Theoretical framework and hypothesis development

2.1. Impulse buying

Many definitions have tried to capture the extent and complexity of online impulse buying.
Verhagen and Van Dolen (2011) conceptualize online impulse buying as an immediate and
spontaneous purchase decision without prior reflection as in the planned purchase. Bayley
and Nancarrow (1998) outline impulse buying as an unexpected, compelling shopping
behavior within which the velocity of an impulse decision process precludes deliberate
thinking of other information and selections. Wolny and Charoensuksai (2014) propose the
concept of the consumer journey that refers to the multiple contacts with the product. The
consumer encounters brands through websites, physical stores, and social networks. This
myriad of stimuli can trigger impulse buying.

2.2. Perceived familiarity

Brand familiarity describes the consumer's experience or knowledge of the brand (Alba and
Hutchinson 1987). The experience may result from a direct exchange following the purchase
of the brand or may result from an indirect experience in the street (urban display, street
marketing) or in an advertisement. Consumers can also hear about the brand from those
around them, so they get to know the brand by word of mouth (Park and Stoel, 2005). The
purchase of familiar brands seems to be automatic since the consumer spends less time
buying familiar brands. In this case, the consumer uses brand familiarity to facilitate the
decision-making process (Ha and Perks, 2005). According to Benedicktus et al (2010), brand
familiarity induces trust and purchase intention. Ha and Perks (2005) argue that website
familiarity is a prerequisite for consumer trust and satisfaction.

H1a: E-tailer’s familiarity is positively related to trust .
H1b: E-tailer’s familiarity is positively related to impulse buying.

2.3. Online retailer’s reputation on social media

Brand reputation can be built through brand marketing strategy as well as word of mouth.
Good brand reputation assumes reliability, integrity, and quality (Creed and Miles, 1996).
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Pauwels et al (2016) identify two types of media that combine to constitute the brand
informational capital. The official media owned by the brand is called “owned media”, like
his website. which presents all the information and offers necessary to enable the purchase.
The second type is unofficial media or “earned media” that are created or managed by
consumers independently or in collaboration with the e-tailer mainly on social networks
(community, fan page) (Sinclaire & Vogus, 2011).

H2a: Online retailer’s reputation on social media is positively related to perceived
familiarity.

H2b: Online retailer’s reputation on social media is positively related to consumer trust.

H2c: Online retailer’s reputation on social media is positively related to impulse buying on
its website.

2.4. The relevance of the e-tailer’s content on social media

Sperber and Wilson (1995) developed the relevance theory which states that communication
is not just about sending and receiving a message, but it is about its relevance. Content is
relevant if its interpretation is helpful. Hence, the message's process improves the receiver's
knowledge or corrects his errors. (Xu and Zhou, 2013; Wilson and Sperber, 2002). However,
an irrelevant message does not capture the receiver's attention and consequently will not be
interpreted. Thus, relevant content is attractive and non-intrusive (Cook, 1992, Pérez, 2000).
Ahn and Beilenson (2011) argue that if the advertisement is considered relevant, it will have
a better chance of generating positive emotional and behavioral responses such as the
purchase decision. Voorvled (2019) states that the messages posted by the brand on social
networks are called “content” because they are mixed with the content generated by the users.
This mix can make the content more relevant and engaging for the consumer. Social Media
communication reduces the uncertainty that prevents the establishment of a trust bond
between the consumer and the brand. Building a trust bond facilitates engagement in
purchasing behavior (Tatar and ErenErdogmus, 2016; Ebrahim, 2019).

H3a: The relevance of the brand’s communication on social networks is positively related to
the perceived familiarity.

H3b: The relevance of the brand’s communication on social networks is positively related to
the e-tailer’s reputation.

H3c: The relevance of the brand’s communication on social networks is positively related to
consumer trust

H3d: The relevance of the brand’s communication on social networks is positively related to
impulse buying.
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2.5. Consumer trust and impulse buying

Consumer trust in an online retailer refers to consumer beliefs about the potential behavior
of the e-tailer. Hence, trust refers to the consumer's expectations about the e-tailer's respect
for his promises when conducting the transaction (Ou and Sia, 2010). Trust is a significant
determinant of purchase intention in general and even more in online exchange settings. Trust
is important in online shopping due to the vendor opportunistic behavior can behave
opportunistically and the intangibility of products (Gefen, 2000). Trust is of particular
importance in online transactions because it conditions the consumer's willingness to buy
online or not (Yoon and Occena, 2015). We hypothesize the following:

H4: Trust in the e-tailer is positively related to impulse buying on its website.

2.6. Perceived social distance on social media

Social distance is an individual perception of closeness or intimacy between oneself and
another individual or group (Magee and Smith, 2013). Constant interaction reduces social
distance. The greater the desire for affiliation or belonging to the group, the smaller the
distance between its members (Magee, 2020). The advent of online social networks has
redefined the perception of social distance. By abolishing physical and time constraints,
forming friendships is just a click away (Pappalardo et al, 2012). Online social networks have
multiplied the possibilities for networking. These social networks are a source of non-
redundant information. They facilitate the creation and the maintenance of close relationships
(Zhang et al, 2011; Grabner-Kréuter and Bitter, 2015).

Therefore, we suggest:

H5a: Perceived social distance moderates the relationship between the e-tailer’s reputation
on social media and impulse buying on its website.

HS5b: Perceived social distance moderates the relationship between the relevance of the e-
tailer’s communication on social media and impulse buying on its website.

3. Method

3.1. Sample and data collection

The final sample contains 396 respondents who have purchased from an online store. 280
respondents confirm that they made an impulse purchase on this online store. This e-tailer
develops content on Facebook and encourages its fans to share posted content to receive gifts
or discount vouchers. Our sample is made of 41 % males and 59 % females. 70% of
respondents are in the age category of (20-45) years
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3.2. Measures

The constructs we used are well established in the literature and have good validity. To
measure the constructs, we used Likert-type scales with a five-point format.

3.3. Convergent and discriminant validity

The convergent validity of each construct is above the required threshold (alphas: 0.80;
AVESs: 0.50) (Table 2). To verify the convergent validity of each construct, its variance
Extracted (AVE) must be greater than 0.5 according to the criterion of Fornell-Larcker
(1981). The discriminant validity which refers to the sensitivity of the measurement scales is
established for all the constructs (Zait and Bertea, 2011).

Table 1: Reliability and convergent validity statistics

Construct Cronbach’s alpha  AVE
Familiarity 0.988 0.944
Reputation 0.982 0.936
Relevance of communication 0.977 0.916
Trust 0.956 0.807
Impulse buying 0.966 0.875
Social distance 0.976 0.909

4. Results

4.1. Measurement model results

The measurement model indices satisfy the required thresholds (Hoe, 2008). A chi-square of
1044.185 with 583 degrees of freedom. Other goodness-of-fit indices indicate an acceptable
fit [CFI] =0,984; NFI= 0,965; RMSEA = 0.043.

4.2. Structural equation modeling

The structural model describes the links between constructs (Das, 2014). Our structural
model establishes the links between the e-tailer’s familiarity, e-tailer’s reputation, the
relevance of the e-tailer’s communication on social media, consumer trust, and impulse
buying. The linkages (as stated in HI-HS5) were tested with Maximum Likelihood.
Maximum likelihood is used to assess the hypothesis and to evaluate the structural model.
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Our results indicated a good fit with the data (Ding et al, 1995). (x2 = 655,369 p < 0.000;
CMIN/DF = 1.757; NFI = 0.974 ; IF1 = 0.986; TLI = 0.986; CFI = 0.988; RMSEA = 0.042).
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Figure 1. Research Model

5. Discussion

We have found that familiarity with the e-tailer positively and significantly impacts consumer
trust (H1a: B=0,055; p value<0.001). However, we do not find a direct effect (H1b is rejected)
of familiarity on impulse buying. Likewise, H2a (8=0,030; p value<0.001) is validated. E-
tailer's reputation on social networks has a positive impact on familiarity. Familiarity captures
the direct and the indirect experience with a brand within a consumer's memory. The more
the consumer interacts with the online retailer, the more it is familiar to him (Campbell and
Keller, 2003). H2b (3=0.053; p value<0.001) and H2c¢ (3=0,046; p value=0.001) are also
supported. Furthermore, online retailer's reputation consolidates trust and facilitates the
purchase decision (Li, 2014; Josang et al, 2007). The hypotheses H3a ($=0,032; p
value=0.036), H3b (8=0,050; p value<0.001), H3c (3=0,046; p-value <0.001) and H3d
(B=0,026; p value<0.001) are supported. Kim and Jonson (2016) suggest that social media
experience improves brand image and induces impulse buying. Brands use social media to
maintain a rich and constant interaction with the consumer. Relevant content on social media
forges a closeness and thus establishes a trusting relationship. (Khadim et al., 2018) . As we
have predicted, H4 (=0,044; p-value <0.001) is supported. Consumer trust varies
enormously depending on the context. Internet transactions are sensitive for the consumer
because the risk of e-tailer misconduct is high (non-compliance with delivery deadlines, non-
compliance of the delivered product with the ordered product, the opacity of the product
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return policy, faulty management of complaints). We have found that perceived social
distance strengthens the link between the online retailer's reputation on social media and
impulse buying (H5a, 83=0.711; p value <0.001;(H5 b, 83=1.028; p value=<0.001). According to Chen
et al. (2018), when consumers consider that they are close or similar to other consumers on
social media, the perceived social distance is minimal. Accordingly, consumers can trust each
other, especially since the experiences posted on social networks are well supported. Chen et
al. (2016) found that the number of likes on social media commercial content is a good
indicator of consumer impulsivity.

6. Conclusion and Implications

In this study, we focused on the online retailer's familiarity and reputation, which are valuable
assets not directly linked to its website's technical attributes but forged by its communication
strategy. We also tried to analyze the effects of perceived relevance of the content shared by
the e-tailer on social networks on online retailer familiarity and reputation and impulse
buying on its online store. The interweaving of the message shared "officially" by the online
retailer and the users' content combine to form its reputation and increase its perceived
familiarity. Sharing "stories" and experiences and the desire to maintain a connection with
other users through interaction is the backbone of social networks. Consumers who easily
migrate from the retailer's official page on social networks to its website to make an impulse
purchase may constitute a privileged target to which it is necessary to personalize the offer.
The synergy between the social media presence of the retailer and its website reinforces trust
and facilitates impulse buying.The online retailer's familiarity, reputation, and the relevance
of its social media content help build this synergy. Each interface will constitute the relay to
other canals. For example sharing content from the e-tailer website on social networks to
recommend products or buying or ordering the product by going from the brand's page on
social networks to its website and vice versa.

6. Limitations and future research

It is necessary to test the model by increasing the number of online retailers who can enjoy
different levels of familiarity or reputation to enhance the generalization of the results.
Second, Future research may include control variables such as money and time availability,
product category, gender, and age to increase the research's representativeness.
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1. Introduction and Theoretical Backgrounds

Reddit is a popular online discussion community among the young generation today, in which
a lot of online discussions take place. Since topics of those discussions significantly vary, the
Reddit community is divided into user-created subreddits that only allow posts with certain
themes. Subreddit is regarded as real communities in virtual space in which people have their
rules, languages, rules, etc. (Medvedev et al., 2017). Thus, it is worth investigating how
people build up their community by exploring what they care about beyond the topic of a
specific thread in a subreddit channel.

Since people’s discourses are likely to focus on topic-relevant content in a given thread,
scrutinizing the topics that come from a couple of threads can be constructive to understand
the core interest of a subreddit community. In addition, as subreddits are self-organized
spaces, its information spread yields to a more dynamic way compared to direct follower
social media such as Facebook or Twitter (Medvedev et al., 2017). That is to say, the posts
on Reddit may vary a lot, even in one single thread with a fixed topic. Fang et al. (2016)
discover that jokes and funny comments are much more underpredicted than controversial
comments, which they think can to some extent develop the discussion. Most jokes and funny
comments, however, only entertain the discussion participants and may not be helpful with
the discussion, yet more concentrated discussions may promote more constructive
conversations on Reddit. Therefore, we are also interested in the level of concentration in a
specific subreddit channel. The contribution of this research is from two aspects: one is about
the community itself, and the other is about its practical application. Better understanding the
topics in a subreddit channel can improve the user experience and further elevate the
engagement level of participating in the discussion in online communities. As for the
potential practical contribution, Park and Conway (2017) discover that public health relevant
discussion on Reddit can predict the trending public interest in some public health issues and
serve as an information source for certain user groups. Thus, enhancing the quality of the
discussion will make some Reddit discussions more reliable information providers.
Therefore, in this study, our research questions are RQ 1. what do people concern about
across topics in a subreddit? and RQ 2. how do discussions in a subreddit concentrate on
topics?

2. Methods

2.1. Data Collection

To answer the research questions, we collected comments from a subreddit, r/science, which
is the eighth most popular subreddit channel and has over 25 million subscribers. It is an
online community where people can share the latest science news and discuss. The threads
we target are the top 10 hot threads of the year 2020 (see Appendix), which can be ranked by
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Reddit built-in filter. These 10 topics have 20,273 comments in total when we used PRAW
(Python Reddit API Wrapper) to retrieve on December 10, 2020. We stored retrieved data in
a pandas data frame in which each comment is a row and has a tag of whether it is a
submission (the first comment of a thread) or a following comment.

2.2. Data Analysis

As for our data analysis methods, we have two ways to analyze the data collected. In response
to RQ 1, we used LDA (Latent Dirichlet Allocation) modeling. LDA is a probabilistic model
that uses the Bayesian model to infer topics with their underlying probabilities and provides
a representation of the document (Blei et al., 2003). We mixed all the comments and inputted
them into the LDA model to discover the top 10 most probabilistic topics across the threads.
To answer RQ2, we have done a two-step analysis. The first step is to implement TF-IDF
modeling. TF-IDF measures the term-frequency that is the times that a term occurs in the
given document and the inversed document frequency which indicates how common and rare
that term is across all documents (Luhn, 1957; Jones, 1972). TF-IDF ensures that common
words such as “this” are filtered out when we are looking at key information of a document
as their IDF value is 0 which makes their TF-IDF value is 0. A high TF-IDF value indicates
that the term is important to the given document and possibly represents key information of
that document. We did TF-IDF modeling for each thread in a tri-gram way (three words as a
term) to inspect if the key information extracted by TF-IDF modeling aligned with the topic.
The second step is to investigate the relevance between the keywords of a thread and the title
of that thread. A uni-gram (one word as a term) TF-IDF model was utilized to produce each
thread's keywords. We then count the keywords that appeared in the title of a post and
implement a regression model to examine the relationship between the number of keywords
(explanatory variable) and the counts of its occurrences in the title (response variable).

3. Results

3.1. LDA Modeling

The below figure (see Figure 1) demonstrates the results of our LDA modeling. Each line
indicates a probable topic that is consisted of some words and their probabilities. For
example, the first line is the topic that contains the words “people,” “money,” “government,”
“better,” “language,” “federal,” “asset,” and “month” and their probabilities, 0.019, 0.016,
0.011,0.011,0.011, 0.008, 0.008, and 0.008. As all the words are tokenized in the LDA topic
model, the results of LDA topic modeling yield to the researcher’s interpretations. In other
words, LDA, as a probabilistic model, will not provide a certain conclusion of what the exact

topics are in the document but offer terms with probabilities for inference.
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Figure 1. LDA Topic Modeling Results

'0.019*"people™ + 0.016*"money" + 0.011%*"government" + 0.011*"better” + 0.011*"language" + 0.008*"federal™ + 0.008*"asset” + 0.008*"month"')
'0.012+"virus" + 0.012¢"people” + 0.009%"think" + 0.009%"marijuana’ + 0.009*"neuron” + 0.006*"right" + 0.006*"better" + 0.006*"decision"")
'0.045*"remove™ + 0.024*"percent” + 0.010%"people” + 0.010%#"adult" + 0.010*"medical” + 0.008*"preblem” + 0.008*"american" + 0.008*"deductible"')
'0.021*"would" + 0.013*"people” + 0.013*"economy” + 0.013*"cheap” + 0.009*"government" + 0.009*'money" + 0.009*"could" + 0.009*"billion"")
'0.027*"would" + 0.011*"something” + 0.008%"placebo” + 0.006*"testing" + 0.006*"antibody” + 0.006*"people” + 0.006*"pretty” + 0.006*"assume”")
'0.014*"people” + 0.013*"would" + 0.011*"state” + 0.010*"immune" + 0.010*"pathogen” + 0.008*"large" + 0.008*"school” + 0.008*"teacher"’)
'0,021*"neuron” + 0.017*"people" + 0,017+"leadership” + 0.012%"brain" + 0,010+ "elephant” + 0,007%"involve” + 0.007*"years" + 0,007+"intelligence"')
'0.016*"pressure” + 0.010*"would" + 0.010%"think" + 0.007*"pecple” + 0.007*"brain" + 0.007*"something” + 0.007*"human" + 0.007*"create"')
'0.019*"study" + 0.010%"save" + 0,010*"patient” + 0.010*"somecne” + 0.010*"better" + 0.007+"private” + 0.007*"emergency" + 0.007*"design"')
'0.024*"people” + 0.009*"still" + 0.009%"vaccine” + 0.003*"community” + 0.009*"delete" + 0.009*"physical" + 0.007*"voice" + 0.007*"country"')

The below figures (see Figure 2 and Figure 3) show the results of tri-gram TF-IDF modeling

for each thread. From the model for each topic, we can find some key information of that

thread based on the tri-grams. The TF-IDF value indicates the relevance of the term to a

document. In this context, a higher TF-IDF score means that the given term is important to

the comments in that thread. Therefore, the main topic of a thread can be inferred from the

TF-IDF model. However, in each model, the amount of key tri-grams varies so that some

topics are easier to infer based on those key terms, e.g., topic 1, whereas others like topic 7

are much more difficult to make an inference.
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Figure 3. TF-IDF Tri-gram Keywords (topics 6 —10)

3.3. Keywords and title relevance

The below table (see Table 1) shows the keywords extracted from the uni-gram TF-IDF
modeling of each topic. The column TF-IDF (>0) indicates the number of keywords that
have a TF-IDF value greater than 0 in a given thread. /nTitleCount column refers to the counts
of those keywords that are also in the submission (the first comment of the thread).
Percentage is the ratio of those keywords in the title over the total keywords.

Our regression model tests whether the number of keywords from TF-IDF modeling in a
thread predicts its occurrences in the title. The results of the regression indicates that the
predictor, the number of keywords, explains 62.2% of the variance (R?>= .622, F(1,8) = 13.14,
p < 0.01 ). The result reveals that the number of keywords in a given thread statistically
significantly predict the occurrences of the keywords in the title of that thread.
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Table 1. Keywords and Title Analysis Results

Topic TF-IDF (>0) InTitleCount NotInTitleCount Percentage
1 25 8 17 32%
2 17 9 8 53%
3 17 8 9 47%
4 18 6 12 33%
5 28 11 17 39%
6 23 12 11 52%
7 8 3 5 38%
8 26 8 18 31%
9 17 9 8 53%
10 30 13 17 43%

4. Discussion

There are two findings from the LDA modeling analysis. The first finding is that although
the overarching topics of the selected threads are different, there are aggregated concerns
across those threads. In our LDA modeling results, terms that are related to people,
government, and public health indicate that across these 10 threads, Redditors concern about
the impact brought by the COVID-19 pandemic. This can also be inferred from the
probabilistic topics 2,3,4,5,8 and 9 (see Figure 1). Redditors mention the terms of virus,
vaccine, testing, placebo, economy, etc., which is reasonable as the pandemic affected
everyone’s life in the year 2020. The second finding is LDA generated topics may not cover
all the threads. For instance, topic 7 has a theme of the bird’s death and contains 1,503 rows,
which takes up 7.4% of the total comments. However, the top 10 LDA topics have no
evidence of this topic. Therefore, although probability-based LDA topics have the limitation
of failing to represent all the concerns, it can be inferred that people’s overarching concern
in the subreddit channel 1/science is the COVID-19 pandemic and the impacts on the public
health system. Thus, in a subreddit channel that distributes the latest news, Redditors
plausibly concern about what is trending in the real world.

To better understand every thread, it is necessary to inspect each of them. From Figure 2 and
Figure 3, key phrases produced by tri-gram TF-IDF models in each topic make it feasible to
infer what the main topic of a given thread is. For example, from the TF-IDF key terms of
topic 2 in Figure 2, it can be deduced that this thread is about the COVID-19 vaccine and its
trial on humans because terms like safety, immune response are key to people’s discussion
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in this thread based on the TF-IDF values. Therefore, to answer RQ2, Redditors’ discussion
in the subreddit r/science is relatively concentrated, which can also be validated in our third
analysis.

The third analysis is consisted of uni-gram TF-IDF key terms generating and a follow-up
linear regression modeling process. As demonstrated in the previous section, the counts of
TF-IDF of each topic can predict the number of matched terms in the title of the tread in a
statistically significant way. This result indicates that Redditors’ comments, which are the
data source of those TF-IDF terms, are relevant to the discussion topic as they frequently
refer to the terms in the title of each post. This might be because the subreddit channel
selected is somewhat serious so that there are fewer distracting comments. In some other
subreddits such as r/todayilearned, although people are learning fun facts, they tend to
respond to others in a more entertaining way and engage in discussion with more memes and
jokes.

Our study has two limitations. The first is that the discussion style and language features may
significantly vary across subreddits. There might even not be any subreddit-wise concerns,
and an extreme example can even be that a subreddit channel might be created for
amusement, and people never concentrate on any specific topics there. Therefore, whether
we should care about what people are concerning depends on the purposes that people create
and join a subreddit. Another is about the sample size of our data. The PRAW only allows us
to send 1 request per second, which prevents us from retrieving a large volume of posts.
Therefore, the generalizability of our results needs further study to test.
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Appendix
2020 top 10 threads in r/science:

1.(social science)
https://www.reddit.com/r/science/comments/k1ofcu/in_the us states typically pay for pr
ison_while/

2.(medicine)
https://www.reddit.com/r/science/comments/gp2hdt/the first human_trial of a covidl9 v
accine_finds/

3.(health)
https://www.reddit.com/r/science/comments/f4998k/a_new_study in_the lancet by a tea
m_of yale/

4.(psychology)
https://www.reddit.com/r/science/comments/izbj3r/research_finds that crows know_ what

_they _know_and/

5.(cancer)
https://www.reddit.com/r/science/comments/ikivxg/venom_from honeybees has been fou
nd_to_rapidly/

6.(health)
https://www.reddit.com/r/science/comments/eoomwz/marijuana_use_among_college stude
nts_has_been/

7.(environment)
https://www.reddit.com/r/science/comments/igmtvw/bird_deaths down 70 percent after
painting_wind/

8.(medicine)
https://www.reddit.com/r/science/comments/jp3w7w/the first severe covidl9 patient suc
cessfully/

9. (social science)
https://www.reddit.com/r/science/comments/gl Invf/us_adults_look to scientific organizat
ions_like/

10. (epidemiology)
https://www.reddit.com/r/science/comments/jy8knh/testing_half the population weekly
with/

32



4th International Conference on Advanced Research Methods and Analytics (CARMA2022)
Universitat Politecnica de Valéncia, Valéncia, 2022
DOI: http://dx.doi.org/10.4995/CARMA2022.2022.15023

Exploring Redditors’ Communication Style

Yilang Zhao
Department of Curriculum and Instruction, University of Wisconsin—Madison, USA.

Abstract

This paper explores the communication style of parent and child posts in a
popular Reddit channel, r/todayilearn. By implementing epistemic network
analysis (ENA), this paper discovers that parent posts on this subreddit
channel tend to have more opinions, yet child posts are more likely to present
evidence or external supports to back up their statements. Understanding how
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community atmosphere for more productive discussion.
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1. Introduction

Reddit, as a popular online discussion community, has a massive amount of discussion
participants (over 2 billion comments). It can be interesting to learn how people communicate
with each other on Reddit, as learning scientists find that people in informal learning settings
may have more effective learning (Miyake & Kirschner, 2014). Reddit has the potential to
be a platform where people gain informal learning experiences from communicating with
others on various topics. Thus, it is necessary to explore Redditors’ communication styles to
gain insights about how to establish an online environment that promotes active discussion
and possibly informal learning?

2. Theoretical Background

While browsing Reddit threads, people may notice that Redditors’ posts have different
patterns in terms of their communication styles. Some of them prefer to refer to factual
knowledge or post external links, while others are more in favor of expressing their own
opinions or explaining something in their own words. What are the differences between facts
and opinions?

Corvino (2014) states that the fact/opinion distinction is philosophically ambiguous, and
there are three general distinctions that confuse people. First, people think facts are reality
and opinions are beliefs that represent reality, but both facts and opinions can represent reality
either successfully or unsuccessfully. For example, the sentence that “there is beer in the
refrigerator” can either be a statement of fact or an opinion claimed by someone. Second,
many people believe that facts are objective, and opinions are subjective. The problem of this
distinction resides on the definition of the subjective statement. Subjectivity is mind
dependent. For instance, the statement that “God created the earth” can be an object matter
to God believers but seems to be a subjective assertation made by God believers to atheists.
Finally, people hold the idea that facts are descriptive, but opinions are normative.
Nonetheless, not all the opinions are normative. The statement that “a Democrat will win the
presidency in 2016” is an opinion but it is not normative. Therefore, Corvino (2014) propose
the following definitions to differentiate facts and opinions: A statement of fact is one that
has objective content and is well-supported by the available evidence, and a statement of
opinion is one whose content is either subjective or else not well supported by the available
evidence.

Besides the fact/opinion distinction, it is also essential to know the structure of a Reddit
thread. On Reddit, a piece of information can spread to a large number of people in a very
short time through a person-to-person process, which is defined as a viral structure (Goel,
Anderson, Hofman & Watts, 2015). However, the viral structure is extremely complicated
and hard to analyze. This study only concentrates on the separate parent and child posts.
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Another reason for choosing separate parent and child posts for analysis is that in Miyake
and Kirschner’s (2014) collaborative learning model, they claim that interdependency and
task cohesion are two elements that contribute to constructive collaborative learning. They
state that achieving a learning goal requires the inter-connections among the completion of
sub-tasks and those independent sub-tasks have shared commitments and collaborative
efforts of a group. On Reddit, the sub-tasks can be the parent and child posts which share a
goal of adding new information or discussing the existing information. Thus, it is intriguing
to explore the connections between parent and child posts.

Therefore, the research question of this study is: what are the communication styles of the
parent and child posts on Reddit?

3. Methods

3.1. Data Collecting and Processing

The dataset was collected from the subreddit channel, r/todayilearn. The original data was
the top 50 hottest (most commented) threads on March 6th, 2019, including all the posts of
those threads. The total number of posts was 14,050. Half of them were child posts and the
other half were their direct parent posts. Since a child post could be a parent post of other
posts, there was a considerable number of overlapped lines. Since the analytical tool has a
data amount limit, with all the duplicates are removed, 1706 unique parent posts and 5217
unique child posts were kept for later analysis.

3.2. Coding

Six codes are included (see Table 1) in this study, which are Link, Questioning, Explanation,
Opinion, Science, and Politics. Codes are created by examining the top 3 hottest threads
which have more comments than any other rest threads and then conceptually similar codes
are aggregated. Since the dataset in this study has a large volume of data that is impossible
for human coders to code, an automatic coding tool, nCoder (www.n-coder.org), is used to
code the dataset and all the codes are statistically valid (kappa > 0.65, rho < 0.05).
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Table 1. Coding Scheme

Name Definition Example Kappa Rho
Link External references Well... I stand kinda corrected. 1.00 0.01
that people will Someone conceived of the idea first.
request or post to However [Tesla was the
share information. innovator](https://www.pbs.org/tesla
/ins/lab_imlight.html) and deserves
most of the credit and should have
applied for a patent.
Questioning  Confused by the Still not sure if advertisement for 1.00 0.04
parent post and want ~ Amtrak
additional
information.
Explanation ~ Suggesting reasons, I remember a similar story, where a 0.89 0.02
giving details, and university student came to math class
clarifying vagueness.  late and their professor had an
unsolvable or unsolved
equation/proof/theorem on the board.
Opinion Expressing personal I don't get it. Why would anyone 1.00 0.03
ideas, feelings, think frosted glass would be
judgements; no impossible?
matter they are new or
not.
Science Using general I mean, radiation does have its place 1.00 0.02
scientific in the medical field...we use it to treat
knowledge/facts/stori  cancers. We use it for x Ray's. We use
es to respond to a it to trace through your blood stream
parent post. for tests....toothpaste and radioactive
spam though?
Politics Responses to the The government has been doing this 1.00 0.03
parent post that for a while but to search for a bomb
contain political  instead of using it as one
terms/issues.
3.3. Data Analysis

In this study, Epistemic Network Analysis (ENA) is applied as the analytical tool
(www.epistemicnetwork.org). ENA is the tool that measures relationships among codes by
quantifying the co-occurrence of codes in discourse (Shaffer, 2017). For this analysis, every
single parent and child post is segmented as a conversation. The minimal unit of analysis is
a single post. The ENA algorithm in this analysis uses the whole conversation as a stanza.
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In the ENA model of this study, networks are visualized using network graphs where nodes
corresponded to the codes, and edges reflect the relative frequency of co-occurrence, or
connection, between two codes. The results are two coordinated representations for each unit
of analysis: (1) a plotted point, which represents the location of that unit’s network in the
low-dimensional projected space, and (2) a weighted network graph. The positions of the
network graph nodes are fixed, and those positions are determined by an optimization routine
that minimizes the difference between the plotted points and their corresponding network
centroids. Because of this co-registration of network graphs and projected space, the positions
of the network graph nodes—and the connections they define—can be used to interpret the
dimensions of the projected space and explain the positions of plotted points in the space.
Additionally, the weights of those edges represent the degree of connection between two
nodes.

4. Results

4.1. Qualitative Analysis

The below is a qualitative excerpt of a parent post and a child post.
Parent post:

There was a Carl Weathers for Governor skit in SNL once, but the only YouTube link I found
had been taken down. I think his slogan was: "Carl Weathers, because I was also in Predator."

Child post:

so the ultraviolet light from your headlights is super weird to them. I would not expect that
the typical incandescent car headlight would emit much UV light -- the filaments just don't
get hot enough. [LEDs also do not typically emit much UV](https://sciencing.com/light-
bulbs-not-emit-uv-radiation-15925.html). [HID lights do emit significant amounts of
UV](https://en.wikipedia.org/wiki/High-intensity discharge lamp), however we then add
filters to absorb this, as this UV would be a danger to us. That said, a bright light at night that
suddenly appears would indeed be "super weird" to them -- at least until they've experienced
a few cars. No need to blame this on UV.

From this qualitative example, the parent post attempts to express an opinion, which is
subjective and not well-supported by evidence, though this person tries to use a YouTube
video to support his/her claim. However, the selected child post is not only expressing and
explaining personal ideas but also providing external links and using scientific terms to
justify his statement, which includes both opinions and facts. Thus, the communication style
of parent posts is more on the opinion side, while the communication style of child posts is
more comprehensive, which usually consists of both facts and opinions.
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4.2. Quantitative Analysis

From Figure 1, the positions of the codes along the X-axis are depending on their closeness
to a fact or an opinion. Questioning uses existing posts as evidence and Science has scientific
terms, which make them more like facts. Explanation and Opinion are more subjective and
possibly lack of supportive evidence so that they are on the opinion side according to
Corvino’s (2014) definitions. Link and Politics can be used for either presenting facts or
expressing opinions. That is why they are close to the Y-axis. In addition, the child post
(green) has strong connections between the fact codes, and the opinion code. Explanation is
also tightly linked with the left fact codes. However, the parent post has a different pattern.
It is completely based on the opinion codes, Explanation and Opinion, and there is no
connections with the fact codes, Questioning and Science. A two-sample t-test with the ENA
web tool was conducted to examine a generalized result. Along the X axis, the parent posts
(mean=0.01, SD=0.22) was statistically significantly different at the alpha= 0.05 level from
the child posts (mean=0.00, SD=0.18) with a p-value equal to 0.00 and Cohen’s d equal to
0.09.

)79 - P4,1904

‘SVD2
(20.7%)

e
MR1 Explanation

(32.6%) @ Science

Units: PorC > NumOfCodes > RowNum
Conversation: HowNum

Figure 1. ENA Comparison Plot
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5. Discussion

5.1. Finding

The above qualitative and quantitative results reveal that parent posts and child posts on
Reddit have different communication styles. The parent posts are often simpler and express
an opinion. However, in response to those opinion-based parent posts, the child posts are
usually more comprehensive, including both facts and opinions. People tend to have
discussions with others by using child posts that are well-supported by sound evidence and
contain the replier’s own ideas.

The theoretical contribution of this study is to extend understanding of the pattern with which
people communicate in discussion communities to promote further collaborative online
learning. As for the practical contribution, online discussion participants may understand how
to post a more constructive response that provides either facts or opinions with a goal of
contributing to a better informal learning environment.

5.2. Limitation

One of the major problems of this study is the Redditors’ use of language. The discussion
atmosphere of some Reddit channels is extensively informal so that Redditors tend to use
casual languages and include many memes which cannot be accurately identified by nCoder.
Additionally, the topics on Reddit vary a lot every day. It is impossible to create a coding
scheme that covers all the topics. The codes selected in this study may only be effective for
analyzing the data collected in the certain subreddit on that day.
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Abstract

Given the importance of breastfeeding to maternal and infant health, we
employed Google Trends to examine search engine use for information related
to breastfeeding in the U.S. We conducted an analysis of the use of the Google
search engine related to the broad topic of ‘breastfeeding, ” as well as patterns
for more specific terms related to breastfeeding. Given the significant role that
breastfeeding pain plays in influencing breastfeeding persistence, we
examined patterns in the use of Google to seek information related to
breastfeeding pain and how that compares to other breastfeeding topics. We
also examined diurnal patterns in these searches as well as U.S. state-level
characteristics that predict search intensity. We found that search intensity
related to breastfeeding has increased over time and that searches related to
breastfeeding pain were the most common. Searches tended to occur late at
night and were more likely to occur in relatively unpopulated states and for
states with lower income. The findings illustrate how Google Trends can be
analyzed to highlight the concerns of new mothers in real-time and how such
data can reveal how mothers and those who support them use the internet to
seek out help, guidance, and support for issues related to breastfeeding.
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1. Introduction

The health benefits of breastfeeding for mothers and infants are well established (U.S.
Department of Health and Human Services, 2011). These benefits apply to mothers and
children in developed nations such as the United States as well as to those in developing
countries. Breastfeeding provides numerous emotional and physical benefits as human milk
is uniquely suited to the human infant’s nutritional needs and has unparalleled immunological
and anti-inflammatory properties that protect against a host of illnesses and diseases for both
mothers and children. Thus, both mothers and their infants benefit from breastfeeding.
Despite this knowledge, only slightly more than half (58%) of mothers in the U.S. are likely
to be breastfeeding their infants at 6 months of age and only 25% are doing so exclusively
(CDC, 2020).

One of the principal reasons for breastfeeding cessation is the experience of pain during
breastfeeding (McClellan et al., 2012). In addition to the discomfort, breastfeeding pain can
also cause psychological distress and interfere with general activity, mood, sleep, and
bonding between mother and infant (Amir et al., 1996). However, the most effective means
of helping mothers establish comfortable and painless breastfeeding to promote continued
breastfeeding as long as they wish has yet to be established (Kent et al., 2015).

Given the importance of breastfeeding to maternal and infant health, we used Google Trends
to examine mothers’ use of the Google search engine to acquire information related to
breastfeeding (we assume the users are mostly mothers but acknowledge that there are others
who seek such information). We began with a general analysis of the use of the Google search
engine related to the broad topic of ‘breastfeeding.” Once we established the pattern of use,
we then examined more specific terms related to breastfeeding to determine what specifically
mothers were searching for. Given the significant role that breastfeeding pain plays in
influencing breastfeeding duration and persistence, we examined patterns in mothers’ use of
Google to seek information related to breastfeeding pain and how that compares to other
breastfeeding search terms. We also examined diurnal patterns in searches related to
breastfeeding pain to determine if there were specific times of the day that mothers were
more likely to seek such information and how these time periods may relate to issues
associated with breastfeeding pain. Finally, we examined U.S. state-level predictors of
Google searches related to breastfeeding pain to ascertain what demographic factors predict
the relative likelihood of mothers relying on the internet for such information. The findings
of this research have the potential to elucidate how we might help mothers in their search for
answers to questions related to breastfeeding, and breastfeeding pain, to help mothers and
their infants sustain breastfeeding as long as possible. The findings highlight how Big Data
such as Google Trends can provide insight into important health and developmental processes
that have significant short- and long-term outcomes for mothers and their infants, as for our
society as well.
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2. Methods and Results

Data on search engine use were obtained by using Google Trends
(https://trends.google.com/trends/). Google Trends data are an unbiased sample of Google
searches, and it has become the most popular tool for examining online behavior and interest
(Mavragani & Ochoa, 2019). The data are anonymized, categorized, and aggregated. This
allows for the assessment of interest in a particular topic across searches for a given time
period and/or for a given region of the world. It offers a reflection of the needs, wants, and
interests of its users.

Google Trends produces a real-time index of the volume of Google searches by category and
geography. Google Trends does not report the absolute number of queries for a search term(s)
but instead reports a search intensity index that reflects the fraction of a given area’s Google
searches devoted to that term or topic. The index reflects the total search volume for a term
in a given geographic region divided by the total number of searches in that region at a
particular time. The resulting numbers are then normalized between 0 and 100 and are
available worldwide and for individual countries.

2.1. Breastfeeding Google Search Intensity

Our first step in assessing interest in issues related to breastfeeding was to examine the pattern
of use of the search term “breastfeeding” in the U.S. and neighboring countries across the
period of time available in Google Trends (2004 to the present).

——]5. --%--Canada =—>— Mexico

100

20 Mo

Average Annual Google Search Intensity Index

io

o

s 1

; ;
+ +
) g

W A B om B b
§ § §F §F §F§ 5§ &F 8 F

N

Ll L] 'l

Figure 1. Google Search Intensities for ““Breastfeeding” from 2004 to 2021.
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The results of this search are presented in Figure 1 and reveal a positive trend in search
intensity in all three countries related to breastfeeding. The figure also reveals an uptick in
intensity in the U.S. beginning in 2011. Google notes an improvement in geographical
assignment in 2010 that may partially account for this increase. However, this spike in 2011
did not take place in the data for either Canada or Mexico. It is interesting to note that in 2011
the U.S. Surgeon General issued a “Call to Action to Support Breastfeeding” (U.S.
Department of Health and Human Services, 2011). This increase in the U.S. may reflect the
impact of this society-wide emphasis on the need to support mother and their babies who are
breastfeeding.

2.2. Breastfeeding Google Search Intensity Patterns Over Time

To examine the specific types of searches that may account for the increases in interest in the
U.S. reflected in Figure 1, we conducted a Google Trends search using popular search topics
related to breastfeeding. Specifically, we separately entered the search teams “breastfeeding
pain,” “benefits of breastfeeding,” “breastfeeding latch,” “breastfeeding help,” and
“breastfeeding tips.” The results of these searches are presented in Figure 2, along with the
slope for each of the terms. Figure 2 reveals some clear patterns. First, although each of the
lines show an increase in 2011, the increases in search intensity vary in strength.
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Figure 2. Google Search Intensities for popular breastfeeding terms in U.S. from 2004 to 2021.
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Second, search intensity related to breastfeeding pain showed a pattern that was similar to
the pattern seen for the U.S. data in Figure 1. None of the other terms showed this similarity
with the general pattern found for U.S. data in Figure 1. The largest slopes were found for
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“breastfeeding pain” and “breastfeeding help” — both reflecting searches for information that
likely reflect mothers’ concerns related to breastfeeding and an effort to find information that
may help them overcome problems or issues they may be having.

2.3. Diurnal Variation in Google Search Intensity for “Breastfeeding Pain” Searches

The use of the internet as a source of information about breastfeeding pain opens up options
for mothers who can access this information any time of day and from almost any location.
Such a conclusion is consistent with research that has shown that new mothers often use the
internet to seek information after the birth of their infants with the most common online topics
searched including information about establishing breastfeeding and dealing with lactation
issues (e.g., Alianmoghaddam et al., 2019). But when do mothers search for this information
and are there consistent daily patterns in U.S. mothers’ searches for information related to
breastfeeding pain? What can daily search patterns reveal about mothers’ efforts to obtain
information related to breastfeeding pain?

We addressed these questions by entering “breastfeeding pain” into a Google Trends search
for the U.S. over a week of data Feb 28-March 7, 2022). This search option in Google Trends
provides users with hourly data across the week, up to the date of entry. The results are
presented in Figure 3 and revealed a consistent pattern in Google searches. Over this week,
mothers were most likely to be searching for information related to breastfeeding pain at
night, typically peaking each day around midnight with lows during the daytime (results from
other weeks show a similar pattern).

Hourly Google Search Intensity Index

nnnnn

Feb 28 12

Figure 3. Google Search Intensity for “Breastfeeding Pain” by Time of Day (Feb 28 — March 7, 2022)
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It has been well documented that women experience significant sleep changes after the birth
of a baby (Richter et al., 2019). Mothers have been found to sleep less at night and more
during the day (Gay et al., 2004). Given this, it is not surprising that mothers were searching
for information on breastfeeding pain late at night while they were up and less during the day
when they may have other sources to turn to, or may be sleeping, dealing with family,
working and have less free time to spend on the internet. Up at night, frequently by
themselves with their infants, these data support the conclusion that mothers appear to use
this time to seek help related to breastfeeding pain via the internet and/or in seeking or
providing virtual social support.

2.4. U.S. State-level Predictors of Google Search Intensity for “Breastfeeding Pain”

To better understand the predictors of mothers’ use of Google to obtain information related
to breastfeeding pain, we conducted a multiple regression in which we predicted the Google
search intensity index for “breastfeeding pain” for 38 of the U.S. states that had data to
calculate a search intensity index for the past 4 years (before and after the onset of COVID-
19; March 2018 to March 2022). Using 2020 U.S. Census data, we entered state-level
variables of total population, per capita income, percent of population that was white, and
had a bachelor’s degree. We also entered data on the proportion of mothers who were
breastfeeding at 6 months (CDC, 2020). The results revealed that the population of a state
and per capita income were inversely related to Google search intensity for “breastfeeding
pain” whereas percent of mothers who were breastfeeding at 6 months was positively related
(Bs =-.34, -.47, and .74, ps < .017, .0.005, and .001, respectively; R? = .59). Google search
intensity related to “breastfeeding pain” was relatively greater in states that were less
populated, had lower per capita incomes, and had more mothers who were breastfeeding at 6
months. Although we do not have data that explicate these patterns, they highlight regional
differences that affect the use of Google for information about pain during breastfeeding.
Such findings may suggest that when there are limitations in access to health care providers
in states, either due to a more rural region or due to income limitations, mothers are relatively
likely to turn to the internet for information related to breastfeeding pain.

3. Considerations and Implications

Despite much preparatory effort, numerous studies find that new mothers report feeling
overwhelmed and unprepared for breastfeeding (Lansinoh, 2012). The U.S. Surgeon
General’s Call to Action to Support Breastfeeding (2011) listed several barriers to
breastfeeding in the U.S., including lack of knowledge, social norms, poor family support,
embarrassment, and problems with access to health services. Online breastfeeding
information and support may help women meet their breastfeeding needs, particularly when
they have limited access to health care providers or peer support systems.
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As with all studies, there are important limitations that need to be considered. First, Google
Trends data are aggregated, and we cannot disentangle the qualities of various users and any
variation in search engine use for individual mothers. Second, the focus of the present
research was on data from the U.S. It will be important for future research to explore these
trends across different countries to compare how cultural and technological differences
impact the use of the internet for information related to breastfeeding. Third, caution must be
used when examining long-term trends in Google search intensity as the population of users
changes over time. Moreover, Google changed its methodology over this period of time.
Fourth, Google search intensity depends on the number of queries in a location. As a result,
trends over time can sometimes be misleading as an increasing pattern can be found while
the total number of searches declines (or vice versa). Finally, it will be important for future
research to focus on how search engine information is used and how this use is related to
important outcomes related to breastfeeding. For example, using a convenience sample, one
study found that when online breastfeeding resources were deemed to be helpful to first-time
mothers, they were more likely to continue to breastfeed and reduce their use of formula with
their infants at 6 months of age (Newby et al., 2015). How patterns of use of Google search
engine related to breastfeeding outcomes is an important step in understanding the impact the
internet has on mothers’ breastfeeding decisions.

Despite these limitations, the findings of the present study were the first to use Google Trends
to highlight how such data can be used to better understand issues related to breastfeeding
and how mothers use the internet to seek out help, guidance, and support. Although health
care professionals do an excellent job of trying to help new mothers with issues related to
breastfeeding and lactation, it is not possible for them to provide such support and guidance
24/7. As the diurnal data show, online searches for information related to “breastfeeding
pain” took place late at night when women are likely alone with their infants. It is during
these times of stress, emotional strain, and solitude that many women decide to give up on
breastfeeding (Bennett, 2018). The U.S. state-level data presented in this paper suggest that
this may be particularly true for mothers who live in relatively unpopulated states and in
states with less overall per capita income. Thus, the internet may be an even more important
source of information for these women and their infants. The research also confirms that a
careful analysis of Google Trends may help health professionals develop timely interventions
that help new mothers find appropriate and accurate information and support online.

References

Alianmoghaddam, N., Phibbs, S., & Benn, C. (2019). “I did a lot of Googling”: A qualitative
study of exclusive breastfeeding support through social media. Women and Birth, 32(2),
147-156. https://doi.org/10.1016/j.wombi.2018.05.008

47



Google Trends Search Information Related to Breastfeeding in the U.S.

Amir, L. H., Dennerstein, L., Garland, S. M., Fisher, J., & Farish, S. J. (1996). Psychological
aspects of nipple pain in lactating women. Journal of Psychosomatic Obstetrics and
Gynecology, 17(1), 53—58. https://doi.org/10.3109/01674829609025664

Bennett, V. (2018). Could artificial intelligence assist mothers with breastfeeding? British
Journal of Midwifery, 26,212-213. https://doi.org/10.12968/bjom.2018.26.4.212

CDC. (2020). Breastfeeding report card  United  States 2020. CDC.
https://www.cdc.gov/breastfeeding/pdf/2020-Breastfeeding-Report-Card-H.pdf

Gay, C. L., Lee, K. A., & Lee, S.-Y. (2004). Sleep patterns and fatigue in new mothers and
fathers. Biological Research for Nursing, 5(4), 311-318.
https://doi.org/10.1177/1099800403262142

Kent, J. C., Ashton, E., Hardwick, C. M., Rowan, M. K., Chia, E. S., Fairclough, K. A.,
Menon, L. L., Scott, C., Mather-McCaw, G., Navarro, K., & Geddes, D. T. (2015). Nipple
pain in breastfeeding mothers: Incidence, causes and treatments. International Journal
of Environmental Research and Public Health, 12(10), 12247-12263.
https://doi.org/10.3390/ijerph121012247

Lansinoh. (2012). Moms feel unprepared for and unsupported during postpartum.
https://lansinoh.com/blogs/birth-prep-recovery/moms-feel-unprepared-for-and-
unsupported-during-postpartum

Mavragani, A., & Ochoa, G. (2019). Google Trends in infodemiology and infoveillance:
Methodology framework. JMIR Public Health Surveillance, 5(2), e13439.
https://doi.org/10.2196/13439

McClellan, H. L., Hepworth, A. R., Garbin, C. P., Rowan, M. K., Deacon, J., Hartmann, P.
E., & Geddes, D. T. (2012). Nipple pain during breastfeeding with or without visible
trauma. Journal of Human Lactation, 28(4), 511-521.
https://doi.org/10.1177/0890334412444464

Newby, R., Brodribb, W., Ware, R. S., & Davies, P. S. W. (2015). Internet use by first-time
mothers for infant feeding support. Journal of Human Lactation, 31(3), 416-424.
https://doi.org/10.1177/0890334415584319

Richter, D., Krdmer, M. D., Tang, N. K. Y., Montgomery-Downs, H. E., & Lemola, S.
(2019). Long-term effects of pregnancy and childbirth on sleep satisfaction and duration
of first-time and experienced mothers and fathers. Sleep, 42(4), zsz015.
https://doi.org/10.1093/sleep/zsz015

U.S. Department of Health and Human Services. (2011). The Surgeon General’s call to
action to support breastfeeding. U.S. Department of Health and Human Services.
https://www.ncbi.nlm.nih.gov/books/NBK52682/pdf/Bookshelf NBK52682.pdf

48



4th International Conference on Advanced Research Methods and Analytics (CARMA2022)
Universitat Politécnica de Valencia, Valencia, 2022
DOI: http://dx.doi.org/10.4995/CARMA2022.2022.15040

News versus Corporate Reputation:
Measuring through Sentiment and financial analysis
Naiara Pikatza-Gorrotxategi, Izaskun Alvarez-Meaza, Rosa Maria Rio-Belver, Enara

Zarrabeitia-Bilbao
Universidad del Pais Vasco UPV-EHU, Spain.

Abstract

Today's companies cannot overlook their reputation if they want to continue
to survive. One way to measure that reputation is through two factors:
sentiment analysis of news stories in the press about those companies and the
financial data of those companies. In this research, the sentiment analysis of
news stories about several Euro Stoxx 50 companies for the years 2016 and
2019 has been carried out. For this purpose, the lexicon-based tools VADER
and Hu Liu have been used. Then the trends of the results obtained for this
four-year period have been analyzed and compared with the trends in their
operating results in the same time period. The results obtained indicate that
there is a high correlation between the sentiments reflected in the news and
their operating results, i.e., when news sentiment about a company improves,
its reputation also improves, and this causes its sales to increase. The same
is true in the opposite direction.
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1. Introduction

In today's society, companies have increasingly more data at their disposal. This data may
contain strategic information for companies, however, it is so voluminous that it is not easy
to analyse it in the traditional way, making the use of artificial intelligence and data mining
indispensable (Agarwal, 2020). In this context, sentiment analysis is a sub-discipline that
falls under the umbrella of data mining and computational semantics. According to Gilbert
and Hutto (Hutto & Gilbert, 2014), sentiment analysis, or opinion mining, is an active area
of study in the field of Natural Language Processing (NLP) that analyses people's opinions,
feelings, evaluations, attitudes and emotions by computationally processing subjectivity in
text. It refers to the understanding of collected data obtained from sentiment-rich sources
such as news, social media sites, reviews, etc. (Agarwal, 2020). Therefore sentiment
analysis is concerned with extracting sentiment, opinions and emotions from text (Ravi &
Ravi, 2015) and has applications in a wide range of domains, from customer satisfaction to
political opinions (Medhat et al., 2014) (Mantyld et al., 2018) (Ravi & Ravi, 2015).

Another aspect that companies cannot overlook is their reputation, as it affects, among
other factors, consumer satisfaction. (Chun, 2005). According to Raithel in his article "The
value-relevance of corporate reputation during the financial crisis" (Raithel et al., 2010),
corporate reputation can be measured through 2 indicators: the sympathy felt towards the
company, and the competence of that company. Consumers, when deciding on a company's
reputation, rely on data received through word of mouth, news, advertising, etc.
(Kossovsky, 2012). Therefore, one way to measure this sympathy for the company can be
through sentiment analysis of news stories about those corporations. If the consumer
perceives that the news has a positive tone about the companies, they will have more
sympathy towards them and the company's reputation will increase.

The Python tool, VADER (Valence Aware Dictionary and Sentiment Reasoner), a
sentiment analysis framework, uses a lexicon-based approach to determine the sentiment
values of a sentence. This is used in conjunction with sentiment values explicitly assigned
to keywords commonly found among news headlines, or in individual emails (Agarwal,
2020) (Borg & Boldt, 2020). This sentiment extraction typically results in a score that can
be translated into positive, neutral or negative (Hutto & Gilbert, 2014). Another frequently
used instrument, the Hu & Liu lexicon, was developed for sentiment analysis of customer
reviews. The resulting categories (lexicon-based) are Sentiment (an overall measure of
positivity), Positive and Negative (good classification metrics in machine learning tasks).
This tool has been chosen because it has almost exclusively been used in studies that do not
focus on textual production in the social media. (Mayor & Bietti, 2021)
A substantial number of sentiment analysis approaches rely greatly on an underlying
sentiment (or opinion) lexicon. A sentiment lexicon is a list of lexical features (e.g., words)
which are generally labeled according to their semantic orientation as either positive or
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negative (B. Liu, 2010). With Hu Liu, words are categorized into binary classes (i.e., either
positive or negative) according to their context free semantic orientation. (Hutto & Gilbert,
2014). Hu and Liu present a natural language-based approach for providing feature-based
summaries of customer reviews. The approach uses a part-of-speech tagger to divide words
into lexical categories, as only the semantic orientation of adjectives is considered by the
algorithm. The use of different instruments for the automatic coding of the same dataset is
essential to assess the robustness of results across tools (Mayor & Bietti, 2021). As there
are 2 suitable tools, this research will measure the reputation of companies through
sentiment analysis, measured with VADER and Hu Liu. Therefore the aim of the article is
to analyse the possible correlation between the sentiment analysis of news about companies
and their reputation.

2. Methodology
The methodology followed to obtain and analyze the data was as follows:

STEP 1.- Choice of database: The objective is to carry out a sentiment analysis of the news
on the 10 highest dividend yielding companies in the Euro Stoxx 50 as of May 2021. This
database was chosen because of consistent data for these companies. These companies are:
Axa, Eni, Total Energies, Intesa Sanpaolo, ING, Engie, BNP Paribas, Basf, Allianz and
Daimler (El 26% Del Euro Stoxx 50 Paga Una Rentabilidad Por Dividendo Superior Al 4%
| Mercados | Cinco Dias, n.d.).

STEP 2.- Data extraction: having selected the companies, their most relevant news items
according to different databases were downloaded. To do so, we went to the original source
and downloaded the 500 most relevant news items by company and year from the main
media. It was decided to analyse the years 2016 and 2019. In the event that a company did
not reach 500 news items per year, all of them were downloaded. The total number of news
items per company per year is as follows:

Table 1. Extracted news items per year.

Year 2016 2019 TOTAL

News Items 3,994 3,838 7,832

For each of the selected companies 1,000 news items (500 per year) have been extracted,
with 3 exceptions: Intesa San Paolo had only 482 news items in total, ING 250 news items
in total, and Total Energies, due to its numerous name changes over the years, produced
very little news, so it is not counted. Therefore the total number of news items is 7,832.
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STEP 3.- Cleaning and classification of extracted data for SA: Having downloaded all of
the news items in txt format, they are imported into the data mining software Vantage Point
(W. Liu & Liao, 2017), through which the raw data can be structured for subsequent export
in xlx-csv format.

STEP 4.- Conducting Sentiment Analysis: The news items are ready to be exported to
Orange, a machine learning and data mining suite for data analysis through Python
scripting (Demsar et al., 2013). Now the sentiment analysis of each of the news items will
be carried out using the VADER and Hu Liu tools.

STEP 5.- Analyzing the correlation between the Sentiment Analysis of the news and the
operating results, by company: The possible correlation between the trend between the
Sentiment Analysis with VADER and Hu Liu and the operating profits of each company is
analyzed.

3. Results

Once the Sentiment Analysis of the extracted news has been carried out, the results
obtained, classified by company and tool used, are as follows:

Table 2. Results of the Sentiment Analysis of the news

VADER HU LIU

2016 2019 2016 2019
AXA 0.5534 0.6067 0.5560 0.9739
ENI 0.4778 0.2920 0.0806 0.0826
INTESA 0.2188 0.2491 -0.6068 -0.0290
SANPAOLO
ING 0.7067 0.4582 0.0721 -0.0911
ENGIE 0.6582 0.668075 0.4966 1.063754
BNP Paribas 0.2944 0.226955 -0.2662 -0.5982
BASF 0.7113 0.4003 0.3850 0.1311
ALLIANZ 0.5568 0.5682 0.07709 0.1541
DAIMLER 0.7358 0.5607 1.3256 1.03161
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One way to study the data is to analyze their trend over time, and see whether they are
improving or worsening. In this way it will be possible to check the trend of the sentiments
and opinions reflected in the news about each company, and, since the evolution of
sympathy towards these companies is being measured, to analyze whether its reputation
could improve or not. An improvement in a company's reputation will, in principle, lead to
an increase in sales. Consequently, the evolution in the sentiment analysis has been
compared with the evolution in the operating result of each company. The data obtained are
as follows in Table 3:

Table 3. Comparison of trends in news Sentiment Analysis and operating profit, by company

VADER HULIU PROFIT VADER HULIU PROFIT

AXA ENI
2016 0.5534 0.5560 7,641 | 0.4778 0.0806 2,315
2019 0.6067 0.9739 8,427 | 0.2920 0.0802 8,597
TREND UP UP UP | DOWN DOWN UP
INTESA ING
2016 0.2188 -0.606 8,273 | 0.7067 0.0721 5,903
2019 | 0.24914 -0.029 8,760 | 0.4582 -0.0911 6,834
TREND UP UP UP | DOWN DOWN UP
ENGIE BNP
2016 0.6582 0.4966 9,491 | 0.2944 -0.2662 10,771
2019 0.6680 1.0637 10,366 | 0.2269 -0.5982 10,057
TREND UP UP UP | DOWN DOWN DOWN
BASF ALLIANZ
2016 0.7113 0.3851 5,330 | 0.5568 0.0770 11,056
2019 0.4003 0.1311 4,631 | 0.5682 0.1541 11,855
TREND DOWN DOWN DOWN | UP UP UP
DAIMLER
2016 0.7358 1.3256 31,963
2019 0.5607 1.0316 29,165
TREND DOWN DOWN DOWN

*Operating profit is shown in millions of euros
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Having obtained the data on the sympathy generated by the companies, it is time to
measure the reputation of these companies. In order to measure the reputation trend of
companies, two factors should be taken into account, which are also intercorrelated; the
likeability that these companies induce and their financial consistency (Raithel et al., 2010).
One way to measure this sympathy can be through sentiment analysis of press releases. If
those sentiment analyses improve, that will mean an improvement in the company's
reputation. This will lead to an improvement in sales and therefore in the operating profit.
In turn, an improvement in its financial results will cause the company's reputation to
improve, completing the cycle. Figure 1 shows this correlation between the trend in
sympathy towards the company and the trend in operating income.

CORPORATE
REPUTATION
LIKEABILITY CONSISTENCE
Indicator: Indicator:
News Sentiment Operating profit
Analysis (SALES)

Figure 1: Corporate reputation trend measurement model

4. Conclusions

Based on the obtained data, it can be concluded that the initial thesis is correct. On the one
hand, it can be seen that the VADER and Hu Liu data coincide in terms of trend. If we
analyze the trend between 2016 and 2019, the trends between these two tools coincide in all
cases. In 4 of the cases the trend in the sentiment analysis of the 2 tools is upward with both
VADER and Hu Liu (Axa, Intesa, Engie and Allianz), and in the other 5 companies the
trend is downward (Eni, ING, Bnp, Basf and Daimler). This data may be an indicator that
the 2 tools coincide in their sentiment analysis measurements. If we compare these
sentiment analysis trends with the trend in operating results over the same time period, we
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can see that they also coincide in almost all cases, i.e., companies that have had a positive
trend in their news sentiment analysis increase their operating results and vice versa. This
occurs in all cases except for Eni and ING, which increase their profits within that period
but lower their scores in news sentiment analysis. The reason for this discordance in the
data in the case of ING may be the low number of news items analyzed with respect to the
other companies (250 news items in the case of ING, and 1,000 news items in the others).
In any case, the correlation between sentiment analysis and operating results is positive in
78% of the cases. Therefore, when sentiment analysis shows a positive trend, operating
results increase, i.e., sales of that product increase. When the trend is negative, sales
decrease.
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Abstract

Road traffic accidents (RTA) are a major cause of death and injury around the
world. The use of Supervised Learning (SL) methods to understand the
frequency and injury-severity of RTAs are of utmost importance in designing
appropriate interventions. Data on RTAs that occurred in the city of Cape
Town during 2015-2017 are used for this study. The data contain the injury-
severity (no injury, slight, serious and fatal injury) of the RTAs as well as
several accident-related variables. Additional locational and situational
variables were added to the dataset. Four training datasets were analysed.: the
original imbalanced data, data with the minority class over-sampled, data with
the majority class under-sampled and data with synthetically created
observations. The performance of different SL methods were compared using
accuracy, recall, precision and F'1 score evaluation metrics and based on the
average recall the ANN was selected as the best performing model on the
validation data.
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data..

This work is licensed under a Creative Commons License CC BY-NC-SA 4.0
Editorial Universitat Politécnica de Valéncia 57



Cape Town road traffic accident analysis: Utilising supervised learning techniques

1. Introduction

A road traffic accident (RTA) can be defined as a rare, random, multi-factor event always
preceded by a situation in which one or more road users fail to cope with the road
environment (Rospa, 2002). In 2018, there were 12,921 fatalities recorded in South Africa as
a result of RTAs. In addition to the social cost, RTAs also have significant economic costs
for South Africa. In order to effectively reduce the number and injury-severity of RTAs in
South Africa, a better understanding of the relationship between RTA injury-severity and
accident-related factors is needed. The use of supervised learning (SL) methods can be very
useful for informing future road safety campaigns and potentially reducing the frequency and
injury-severity of RTAs.

Several statistical models such as logistic regression, classification and regression trees
(CART), random forests (RF) and artificial neural networks (ANNs) have been effectively
employed in previous research in different countries including Saudi Arabia, the United
States, Italy and Canada, (Al-Ghamdi, 2002; Kong & Yang, 2010; Chang & Wang, 2006;
Montella, et al., 2012; Akin & Akbag, 2010; Chong, ef al., 2005; Olutayo & Eludire, 2014)
to predict injury-severity of RTAs. These SL methods were shown to regularly outperform
logistic regression methods.

There are very few studies conducted on RTAs in South Africa predicting RTA injury-
severity. South African literature mostly consists of identifying significant contributors to
RTAs. The literature suggests that the quality of South African RTA data is generally poor
due to issues such as underreporting, duplication as well as missing values in the data. There
are limited studies modeling RTA injury-severity using SL methods, with the focus area
mainly in the province of Gauteng (Govender, et al., 2020; Mokoatle, et al., 2019; Twala,
2013; Saar-Tsechansk & Provost, 2007; Moyana & Chibira, 2016). There is a definite need
for more research focusing on South African RTA injury-severity prediction especially in the
Western Cape province, which is one of the few provinces in South Africa with
comprehensive and easily accessible RTA data. This research aims to contribute to the
literature by including variables generated from external resources (ie. weather-related
variables and geolocation related variables) in addition to the variables obtained from the
provincial database. Additionally, it is aimed to highlight the best SL modeling and data
sampling approaches for addressing the issue of class imbalance in RTA data.

2. Data and Methods

2.1. Data

The dataset used for this study contains records of more than 82,000 RTAs that occurred
during the 2015-2017 period in Cape Town. The data were sourced from the City of Cape
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Town, one of the major cities in South Africa and located in the Western Cape Province. The
city has a well developed and managed road network and provides researchers with access to
its comprehensive RTA database. The dataset contains several variables related to the
accident such as street name, crash date, weekday, time of day, alleged cause, crash type,
vehicle type, number of vehicles, number of passengers, number of pedestrians involved in
the accident as well as the worst injury-severity sustained during the accident. Additionally,
the data was enriched with weather-related variables such as temperature, precipitation, wind
speed, visibility and cloud cover. Several other variables such as those relating to whether an
accident occurred on a public holiday, on a weekend, the season the accident occurred, the
number of vehicles involved, whether the accident occurred during peak traffic times as well
as whether an accident occurred at an intersection or non-intersection were also added. The
location of an accident (amongst other variables) was geocoded in order to obtain
geographical coordinates for each accident. After inspecting that valid coordinates were
returned for each accident’s street address, the longitude and latitude coordinates were added
as variables to the dataset.

A common issue with RTA datasets is that the classification categories are imbalanced. The
target variable consists of four injury classes, namely: “fatal” (0.27%), “serious” (2.54%),
“slight” (10.33%) and “no injury” (86.86%) and is severely imbalanced in Cape Town for
the period of 2015-2017 (N= 82,363). Imbalanced data can negatively affect the performance
of certain classification methods, especially with regards to predicting the minority class
(Weiss & Provost, 2001). This is an issue since the minority class is often the class
researchers are most interested in predicting correctly.

Three common data sampling approaches used by researchers to address imbalanced data are
utilised in this study, namely (i) undersampling of the majority class, (ii) oversampling of the
minority class and (iii) Synthetic Minority Oversampling Technique (SMOTE). SMOTE is
a popular over-sampling method developed by Chawla, ef al. (2002), that creates artificial
data examples of the minority class in order to improve the imbalanced distribution of the
target variable. While random over-sampling methods simply duplicate existing minority
class examples, SMOTE creates artificial minority examples by extrapolating between
existing minority examples by finding the k-nearest neighbours of the minority class for each
minority example and then generating artificial examples in the feature space of the nearest
neighbours. The artificial examples cause the classifier to create larger and less specific
decision boundaries resulting in decision region for the minority class to become more
general (Chawla, ef al., 2002).

The original imbalanced data as well as the data sets generated under different sampling
schemes are analysed using multinomial logistic regression, CT, RF, Gradient Boosted
Machine (GBM) and ANN methods to predict the target variable, the worst injury-severity
resulting from a RTA. The next section briefly discusses the methods, therefore the authors
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recommend reading the resources such as Hastie, ef al., (2009) and Gareth, et al., (2013) for
further details of the various methods.

2.2. Methods

The multinomial logistic regression (MLR) model calculates the probability of an RTA
belonging to each injury-severity category relative to a reference category, “no injury” in this
case (Yasmin & Eluru, 2013). Classification trees (CT) are a non-parametric classification
method that do not require any pre-defined underlying relationship between the predictor
variables and the target variables to be specified. CTs use a tree-like structure in order to
model the relationship between the predictor variables and the target variable. While a CT
might be easily interpretable, it comes at the expense of predictive accuracy as well as high
sampling variability (Chang & Wang, 2006). Random forests (RFs) can be used to reduce
the variance of a SL method such as CTs (Hastie, et al., 2009). This method is built on the
idea that averaging a set of predictions reduces the variance. RF is an ensemble learning
method, meaning that many CTs are combined/ensembled into one, better model. An RF
model is built by growing a multiple number of trees, B > 0, on bootstrapped samples
(random sub-samples of data with replacement). Gradient boosting machines (GBM), similar
to RF, is an ensemble learning method. Unlike RF, which grows trees independently, GBM
grows trees sequentially. This means each tree can learn from the errors made by the previous
trees. Artificial neural networks (ANN) are another SL method that can be used for both
regression and classification problems. ANNs are especially useful when one does not need
interpretable results and when there are non-linear relationships present in the data (Hastie,
et al., 2009).

2.3. Evaluation Metrics

To identify the “best” performing model with regards to predicting RTA injury-severity,
evaluation metrics are needed to compare the performance of the different models
(multinomial logistic regression, CT, RF, GBM and ANN). While accuracy might be the
most simple metric to understand and calculate, it can be misleading especially when dealing
with imbalanced data. A model could classify all observations as the majority class and still
achieve a relatively high accuracy despite it failing to identify any observations belonging to
the minority class. For this reason, the validation data performance of the models are
evaluated using the average (i) accuracy, (ii) recall, (iii) precision and (iv) F1 score of each
model (Gareth, et al., 2013, p. 149, Grandini, et al., 2020).

3. Results

The analyses were conducted using R (R Team, 2013) and all plots were created using the
“ggplot2” package (Wickham, et al., 2016) and models were built with the “caret” (Kuhn,
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2008) package. Hyperparameter tuning for RF, GBM and ANN models was performed under
University of Cape Town’s ICTS High Performance Computing cluster: hpc.uct.ac.za.
Different hyperparameters were tested with cross validation. For RFs, the number of
predictors at each split considered were (2, 3 and 7), and the number of trees were (500 and
1000); in the case of the GBM models, the number of trees considered were (50, 100, 150,
500), the different shrinkage parameter or learning rates were (0.005, 0.01, and 0.05), and
the number of splits in each tree were (2, 10, and 20); for NNs, three hidden layers with
varying number of neurons (layerl: 30, 40, 55, layer2: 0, 15, 25, 35, layer3: 0, 5, 15, 25) were
tested with different weight decay (0.0001, 0.001, 0.1) settings.

The average recall of the different SL methods are compared in order to identify the best
model based on its performance on the validation data. The comparisons of the average recall
of all SL methods are shown in Figure 1 (a).
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Figure 1. (a) Comparison of average recall (b) Comparison of recall for “‘fatal” RTAs

There is a noticeable difference in average recall between the different SL methods. As
shown in Figure 1 (a), the model with the highest average recall is the ANN trained on the
SMOTE training data (46.89%). The multinomial logistic regression model trained on the
SMOTE data achieved the second highest average recall. The GBM model trained on the
oversampled data and the CT trained on the SMOTE data have the next highest average recall
respectively with RF model trained achieving the lowest value. It is important to note that
some models, ie. ANN in the original dataset, failed to predict the true positive cases (fatal
class), hence resulting in evaluation metrics of 0%.

Since RTAs that result in “fatal” or “serious” injuries carry the highest social and economic
impact, the misclassification of these classes is undoubtedly the most important issue in
predictions. Therefore, a comparison of the recall for the “fatal” RTAs of the different SL
methods is shown in Figure 1 (b). The results show that ANN and CT trained on the SMOTE
data achieved the highest recall for “fatal” RTAs compared to the other models. The results
show that the ANN and CT models achieved the highest recall for “fatal” RTAs overall,
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followed by the GBM, multinomial logistic regression and finally the RF models
respectively. The CT, RF and GBM models trained on the original data could not identify
any “fatal” RTAs. The RF model trained on the oversampled data also failed to identify any
“fatal” RTAs.

The ANN model trained on the SMOTE data was selected as the “best” performing model
and its performance on the test data, also known as “unseen” data, is assessed. The confusion
matrix of the ANN’s performance on the test data is shown in Table 1, while the evaluation
metrics are shown in Table 2.

Table 1. Confusion matrix of ANN on test data

Actual Category
Fatal No Injury Serious Slight
Predicted Fatal 38 1011 223 574
Category No Injury 2 12257 64 698
Serious 1 132 80 157
Slight 3 908 52 272

Overall Accuracy: 76.78%

Table 2. Evaluation metrics of ANN on test data by class

Class Recall (%) Precision (%) F1 (%)
Fatal 86.36 2.06 4.02
No Injury 85.67 94.13 89.70
Serious 19.09 21.62 20.28
Slight 15.99 22.02 18.53
Average 51.78 34.96 33.13

The model has an overall accuracy of 76.78% while being able to correctly identify some
RTAs belonging to each of the four different injury-severity categories. The model has a
higher average recall (51.78%) than any of the SL methods manage to achieve on the
validation data. As shown in Table 1, the model also managed to correctly identify a large
number of “fatal” and “no injury” RTAs, in contrast to fewer correctly identified “slight” and
“serious” RTAs. Table 2 also shows that the ANN model has a very high recall for both
“fatal” (86.36%) and “no injury” (85.67%) RTAs and a comparatively low recall for “slight”
(15.99%) and “serious” (19.09%) RTAs. This is consistent with the findings of Chong, ef al.
(2005), who found that several SL methods applied in their study predicted “no injury” and
“fatal” RTAs most accurately out of all the injury-severity categories. The model also has a
high precision for “no injury” RTAs, indicating that it is very precise at correctly identifying
“no injury” RTAs. This is in contrast with “fatal” RTAs, for which the model has a low
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precision score. This suggests that although the model correctly identifies the vast majority
of “fatal” RTAs, it also results in a large number of false positives for “fatal” RTAs.

4. Recommendations and Future Work

Imbalanced data is a common issue found with RTA data. The comparison of the CT, RF,
GBM and ANN models trained on the four different training datasets indicate that the best
data sampling technique to address class imbalance in RTA datasets is the SMOTE technique
with regards to maximising average recall. It is therefore recommended that future
researchers use the SMOTE technique to address imbalanced RTA datasets when predicting
RTA injury-severity.

It is recommended that the City of Cape Town expand and improve the quality of their RTA
data. This study added several new predictor variables to the dataset obtained from the City
of Cape Town, several of which were found to be significantly associated with RTA injury-
severity. This will allow future researchers to analyse and model RTA injury-severity more
comprehensively and identify the most comprehensive set of predictors that will help reduce
the frequency and injury-severity of RTAs.

The data used for this study was sourced from the City of Cape Town, who collected and
processed the data from the SAPS. The data contained several accident-related variables
along with the RTA injury-severity. However, compared to RTA data used in similar
international studies, the data used for this study contains relatively few accident-related
variables. This can negatively affect the performance of the SL methods as the models are
trained on data that is potentially missing some important accident-related variables.

The geographical coordinates of an RTA were added as predictor variables to the data. The
use of models that explicitly take the spatio-temporal nature of RTA data into account could
be beneficial since this study determined that the geographical location of an accident is
significantly associated with RTA injury-severity. Reducing the cardinality of predictor
variables in RTA data may also result in more interpretable models.
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Abstract

We employ a sample of 10,136 Italian micro-, small-, and mid-sized
enterprises (MSMEs) that borrow from 113 cooperative banks to examine
whether market pricing of public firms adds additional information to
accounting measures in predicting default of private firms. Specifically, we
first match the asset prices of listed firms following a data-driven clustering
by means of Neural Networks Autoencoder so to evaluate the firm-wise
probability of default (PD) of MSMEs. Then, we adopt three statistical
techniques, namely linear models, multivariate adaptive regression spline,
and random forest to assess the performance of the models and to explain the
relevance of each predictor. Our results provide novel evidence that market
information represents a crucial indicator in predicting corporate default of
unlisted firms. Indeed, we show a significant improvement of the model
performance, both on class-specific (Fl-score for defaulted class) and
overall metrics (AUC) when using market information in credit risk
assessment, in addition to accounting information. Moreover, by taking
advantage of global and local variable importance technique we prove that
the increase in performance is effectively attributable to market information,
highlighting its relevant effect in predicting corporate default.
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1. Introduction

The aim of banks’ core business is to perform accurate assessment of borrowers’ capability
to repay their debt by collecting information about a given borrower from different sources.
The type of information a bank should use when assessing credit risk has been a matter of
concern for policy makers since inaccurate credit risk measurement could threaten the
stability of the banking sector. In this regard, banks’ need to implement reliable credit risk
models to timely and precisely forecast business failure is imperative to reach appropriate
lending decisions and, eventually, to engage in corrective action.

When focusing on the predictions of default risk of micro-, small- and mid-sized enterprises
(MSMEs), a credit risk assessment model should take into account their peculiarities which
are not similar to those of larger firms. MSMEs exhibit higher default risk and greater
information opacity. Given their importance for market economies, it is imperative to
implement credit assessment models specifically addressed to MSMEs with the objective to
minimize expected and unexpected losses as accurately as possible.

In this paper, we develop a credit risk model for MSMEs that considers, in addition to
accounting measures, market information obtained from comparable publicly listed
companies adopting three statistical techniques, namely linear models, multivariate
adaptive regression spline, and random forest. Assembling a comprehensive dataset that
includes 10,136 unlisted Italian MSMEs, we estimate multivariate forecasting models on
the incidence of corporate default by using both market and accounting information
employing several advanced statistical techniques. Given the nature of our dataset, we
estimate the Merton’s Probability of Default (PD) based on market information obtained
from listed companies and deemed as comparable by a data-driven clustering approach,
avoiding any a-priori assumption of mapping by size, industry and number of employees.

The paper contributes to the literature along two dimensions. The first one involves the
implementation of predictive models and their explainability. Our work contributes to a
new stream of research (usually called eXplainable Artificial Intelligence) by implementing
both a non-linear parametric and non-parametric ML algorithms. Specifically, we go
beyond the forecasting of corporate defaults and implement an advanced methodology that
involves the use of two cutting-edge techniques to evaluate the importance of variables on
forecasts: Permutation Feature Importance (Fisher et al., 2018) explains the overall
variables’ relevance, whereas Shapley Additive Explanations (Lundberg et al., 2020)
provide the contribution of each variable’s values to the predicted probability of default for
a single observations. In addition, we implement a sophisticated clustering technique that,
to the best of our knowledge, is the first application of Artificial Neural Networks to
compress the information of financial ratios so to map each unlisted MSMEs to a pool of
listed ones. Secondly, our hybrid credit scoring models, which use a combination of market
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and accounting information, provide better default predictions for unlisted firms when
compared with the respective predictive power of models which only use accounting or
market information. We demonstrate that the estimated Merton default probability (PD)
measure has incremental predictive power over corporate default when added to a
multivariate predictive regression model that already includes accounting information.

One policy implication resulting from our findings is that banks can potentially integrate
their hybrid credit scoring methodologies with market information for credit risk
assessments, with the purpose of increasing the accuracy of forecasting corporate defaults
for unlisted firms. This would allow banks to expand the spectrum of information used in
credit risk measurements helping them to enhance their internal hybrid credit scoring by
including both accounting and market information on the credit quality of a given borrower.
Thus, results reported in this paper could be very helpful for forward-looking financial risk
management frameworks (Rodriguez Gonzalez et al., 2018).

The remainder of this paper is organized as follows. Section 2 discusses the data and
Section 3 presents the econometric methodology. Section 4 illustrates the empirical results.

2. Data

We use two sources of information for our analysis: a proprietary one, consisting of
granular information of 10,136 Italian unlisted MSMEs, and a public one, comprising data
on comparable publicly listed companies, i.e., peers.

2.1. MSMEs data

We exploit a unique and disaggregated dataset on an unbalanced panel sample of 10,136
firms and 113 cooperative credit banks, for a total of 19,743 firm-year observations over
the period 2012-2014. Specifically, we consider firms with less than 250 employees and
revenue at most of 50 million. We selected a subset of 22 financial ratios out of 30
removing the ones showing high partial correlation with many other ratios. Therefore, some
ratios with mild correlation with at most one other ratio are still kept because the models we
use for the predictions are robust to multicollinearity.

2.2. Peers Data

We select a panel of 40 Italian listed firms, evenly distributed in manufacturing and
services sector. We collect accounting figures from Orbis database, developed by Bureau
Van Dijk (a Moody’s analytics company), by matching the VAT code for each given peer
firm . The accounting figures are used to reconstruct and match or proxy the 22 financial
ratios of the MSMEs dataset. Moreover, daily stock prices are collected from Refinitiv
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Eikon database and are used to compute the annual assets volatility of comparable publicly-
listed companies.

3. Methodology

The aim of this paper is to assess the impact of market information, i.e., the Merton’s
probability of default (PD), in predicting corporate default risk of unlisted firms, in addition
to accounting based measures. Our analysis can be summarized into three steps. Firstly, we
match each MSME to one or a group of peers and evaluate its firm-wise PD. Section 3.1
recalls how the PD is evaluated following the Merton’s model and Section 3.2 describes the
peers-to-firm matching procedure, consisting of a low dimensional representation of the 22
variables space and its subsequent clustering. Secondly, we predict corporate default by
calibrating different classification models, both using financial ratios as predictors
(baseline) and including the PD (extended). Section 3.3 shows the calibration of the models
and the differences of models’ performance between the baseline and extended cases.
Lastly, we investigate which predictor contributes the most to predict corporate default, by
means of feature importance techniques. Section 3.4 reports the estimation of the
contribution of each variable to the predicted class (default or non-default) for both the
baseline and extended cases.

3.1. Estimation of the Merton model

We estimate the Merton model of corporate default risk for our sample of MSMEs.
According to the Merton model, the corporate default takes place when the company is
unable to pay off its debts, or when the current market of assets falls below the market
value of liabilities. For this reason, the market value of equity of the MSME is treated as a
call option on the asset value of the MSME with strike price equal to the market value of
debt . The MSME asset value process follows a Geometric Brownian motion as shown in
Equation (1) below:

dA; = rA.dt + 04A.dz €))

where At is the firms market value of assets and g, is the volatility of assets, r is one-year
maturity risk-free rate of return, which we choose to be the yield of the 1-year maturity
domestic government bond with 1-year maturity .

3.2. Matching unlisted firms with peers

Since there are no market data available for our sample of unlisted MSMEs, we proxy the
market volatility of assets of unlisted MSMEs with those of their comparable publicly-
listed companies. As for the latter, the market value of assets is computed as the daily
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product of their share price multiplied by the number of shares outstanding. Our implicit
assumption made for the estimation of the Merton’s Probability of Default (PD) and
Distance-to-Default (DD) is that those MSMEs which operate in the same industry sectors
and have similar balance sheet behaviour with our Italian peers share the same risk profile
and belong to the same (market) risk class of the latter . In order to render the matching
procedure as accurate as possible, we opt for a clustering approach: we find the optimal
number of clusters in the MSME dataset and then we assign each peer to the most similar
cluster by minimizing the average distance from all firms in the cluster.

3.3. Prediction of default

After assigning the PD to all our unlisted MSMEs, we calibrate three different models to
predict the binary target, (1) for defaulted firm and (0) otherwise. Each model is calibrated
with the set of 22 variables (baseline) and with the addition of the PD (extended). First, we
inspect the distribution of each input variable with respect to the target variable. Second, we
opt for a non-linear and piecewise model, the Multivariate Adaptive Regression Spline
(MARS), that estimates multiple polynomial relationships in different partition intervals of
each input variable. So, the model can be seen as an ensemble of sub-models that are
estimated in each combination of partitions in which input variables can be divided. As
MARS is a parametric algorithm, meaning that we have to define a structure of each
estimation function, e.g. polynomial, we test also a non-parametric model, the Random
Forest (RF).

3.4. Importance of variables

We explore which input variable contributes the most in each model predictions, focusing
on the changes when the PD is added. For this reason, we evaluate the predictive power of
the variables using two state-of-the-art techniques for feature importance: Permutation
Feature Importance (PFI) and Shapley Additive Explanations (SHAP). PFI evaluates the
importance of the j-th variable by comparing the performance, e.g. F1-score, of the model
that predicts the observations used for the calibration against the performance of the model
that predicts the same observations where the values of the j-th column are shuffled. In this
way the correlation between the j-th variable and all the others is broken thus removing the
influence of that variable on the model predictions. If the change in performance is
negligible, the j-th variable is not important for the model. SHAP is based on Shapley
values, a method from coalitional game theory which provides a way to fairly distribute the
payout among the players by computing average marginal contribution of each player
across all possible coalitions. SHAP, uses Shapley values to evaluate the difference of the
predicted value of a single observation, comparing the prediction of all possible
combinations of variables that include the j-th variable against the ones that do not. The
differences are then averaged and the positive or negative change in the prediction is used
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as variable importance. For example, if the model predicts the probability of default, SHAP
evaluates, for a single observation, which variable contributed most to increase/decrease the
final probability. In this way, by exploiting the additive property of Shapley values, it is
possible to estimate the impact of all variables on the final predicted value, for each single
observation. PFI provides a global measure of importance by assessing the impact of all
observations together. Moreover, it measures the changes of a global performance. SHAP,
on the other way, provides a local measure of importance, measuring the impact of
variables for every single observation. However, taking the average of the absolute values
of each observation’s SHAP, it is still possible the get a global measure of the average
importance of the variables. Instead, taking the average of the Shapley values rather than
their absolute value, provides an average effect of each variable on the predictions.

4. Results

As described in Section 3.2, we firstly find the embedding that minimizes the
Reconstruction Error. Table 1 reports the optimal embedding dimension £, the
reconstruction error of the different algorithms and the R2. In our context, in analogy with
the classical R?, we compute the RSS term as the Reconstruction Error given by the
embedding and the TSS term as the total variance contained in the original data and
represents a proxy of how much intrinsic information within the data is preserved in the

transformation.
Table 1. Results of dimensionality reduction
Input Embedding Reconstruction
Di ion Di . Error
Inputlevel  Rows Columns  Method V!Mmeénsion Dimension R?
(% of Avg Abs
Input)

i ) ) ] AE 19,743 x22 19,743x6  0.1418 (20%) 98%
Firm-year Firm-year pairs Variables RobPCA  19,743x22 19,743x9  0.2033 (30.6%) 95.70%
Firm . .

Firms Variables AE-LSTM 10,136 x22 10,136 x 10 0.2138 (31.8%) 94.60%
(batch of years)

i ) ] _ AE 10,136 x 66 10,136 x 32 0.2391 (35.9%) 91.30%

Firm Firms Variables-year pairsg o;,pcA 10,136 x 66 10,136 x 15 0.3857 (58%) 84.80%

Source: our elaboration.

The embedding resulting from AE (AutoEncoder) with the firm-year level approach
performed best showing the lowest reconstruction error and the highest R2?. Methods
evaluated with firm level approach performed worst and won’t be included in the following
analysis. Then, we look for the optimal number C of clusters. We select C = 5 clusters
identified on the AE embedding. Moreover, we apply the UMAP algorithm to visualize the
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clusters into a 3-dimensional space. Figure 1 depicts the five clusters for all observations
(small points) as well as the matched peers (bold spheres), showing a good separation, even
if there is small overlapping between the yellow and green cluster and few blue peers are
mapped close to the red ones. We recall that the embedding function f'is estimated only on
the MSMEs dataset and then the peers’ embedding is evaluated by applying /. Being the PD
assigned, we calibrate the prediction models. The following results refer to the PDs
evaluated with the pointwise-PD approach because it performed better than the average-PD
one, although the findings described below still hold robust. We tune the parameters of
each model with the Stratified Cross-Validation and we calibrate the models with the
optimal parameters on the entire dataset, so to have a single model to be used for feature
importance evaluation. In Table 2 we report the performance on the entire dataset and the
average performance on validation folds for each model as well a comparison between the
models trained with the 22 ratios only and the ones with the addition of PD. Random Forest
is the only model with good performances, being able to capture the different local
separation of the data, as discussed in Section 4.3. Nevertheless, all models show an
improvement on class-specific performance, i.e. F1-score for the defaulted class, and on the
AUC when the PD is included as predictor.

Figure 1. 3D visualization of five clusters for the 6-dimensional AE embedding. Source:our elaboration.

Finally, we explore the feature importance for all models. PFI and SHAP are evaluated on
model calibrated with input variables and with the addition of PD. Figure 2 shows the PFI
of Random Forest model, where the changes of F1-score are normalized. PD is the second
most important variable, slightly below the financial interest on revenues.

71



Can unlisted firms benefit from market information? A data-driven approach

Table 2. F1-score and AUC for Elastic-Net, MARS and Random Forest calibrated on dataset
with input variables only and with the addition of PD

F1 (Cross-Val) AUC (Cross-Val)

Algorithm Baseline With PD Baseline With PD

Elastic-Net  30.7% (30.1£1.7%) 35.1% (35.1+1.5%) 79.8% (79.6+0.6%) 82% (81.7+0.8%)
MARS 36% (33.8+1.4%)  40% (37.5+0.6%)  82.5% (81.7+0.6%) 84.2% (82.8+0.8%)
Random Forest 89.5% (85.141.7%) 95.8% (91.4+1.2%) 89.8% (85.4+1.1%) 96.1% (91.7+0.7%)

Source: our elaboration.

Permutation Feature Importance for all obs - Random Forest

Baseline With PD
Fin Int on Reven 51% Fin Int on Reven I s 50
ROA 21% PD I -7 7%
Waorking Cap Turnover B.7% ROA I 15.4%
Fin Int on Added Val §46% Fin Int on Added Val I 10%
Deprec on Costs 2 29, Working Gap Tumover Il o.2%
— 5% Deprec on Gosts 1.6%
Tot Debt on Net Waorth 1.4% Net Worth on LT Eq/Pay 1.1%
. 12% __ Gashow on Reven 0.8%
Net Worth on LT EqtiPay 1.1% ot Dedten et Worlh D'SZ{’
@ Pay to Suppl on Tot Debt 1% © Cuick Rate 0:8%
2 . dl 2 OthReven on Reven 0.7%
3 Quick Ratio 0.9% 2 o
5 . L T Inventory Duration 0.6%
B Payto Bank on Assets 0.9% o o
WL TolDebton ST Debt 0.8% w fumever 0:5%
e - ; ST Pay on Due to Bank 0.4%
 Debt Burdsn Index 0.7% Fised Asaet Cov 0.4%
§T Pay on Due to Bank 0.7% Debt Burden Index 0.3%
Oth Reven on Reven 0.6% Labor Cost on Reven 0.3%
Inventory Duration 0.6% Pay to Suppl on Net Worth 0.2%
Cashflow on Reven 0.3% ROD 0.2%
Labor Cost on Reven 0.3% Pay ta Suppl on Tot Dabt 0.2%
Pay to Suppl on Net Warth 0.3% Tot Debt on ST Debt 0.2%
Net Worth on NW+Invent 0.1% Net Worth on MW+Invent. 0.1%
Fixed Asset Cov 0.1% Pay to Bank on Assets 0.1%
Feature importance (normalized) Feature importance (normalized)
Figure 2. Permutation Feature Importance for Random Forest model. Source:our elaboration.
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Abstract

Wellness tourism has experienced rapid growth in recent years. This has
attracted the interest of both researchers and industry representatives.
However, experiential tourism has not been investigated in depth through user
generated content (UGC) dimensions to create the tourism destination image.

The aim of this paper is to analyse UGC published on Airbnb Experiences in
eight Spanish tourist destinations (Barcelona, Islas Canarias, Granada,
Madrid, Madlaga, Mallorca, Seville and Valencia) to identify the dimensions of
Wellness and their relationship with the tourism destination image.
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1. Introduction

Wellness tourism is considered one of the ten key sectors of the wellness economy,
empowering tourists to incorporate wellness behaviours, activities, and life habits into their
lives (Global Wellness Institute [GWI], 2018). A new kind of tourism experience is
emerging, in which the host/hostess is an essential part of the wellness perceived by the
tourist. The image of the tourism destination can be investigated through User Generated
Content (UGC) on the tourism of experience.

The aim of this paper is to analyse the UGC published on Airbnb Experiences to identify the
dimensions of wellness and their relationship with the image of the tourist destination.

2. Review of the literature

Destination image has been one of the most researched constructs in the tourism literature
since the first studies were published in the early 1970s. The use of social media has become
so important that the image reflected in the UGC by tourists who share their experiences can
influence the perceived image of potential ones, being a good basis for analysing the image
of a destination from a demand perspective (Rodriguez-Rangel & Sanchez-Rivero, 2021).

Dunn (1959) originally introduced the concept of "holistic wellness" that included the
physical, the mind, the spirit, and the environment dimensions. Wellness tourism is a subset
of health tourism (GWI, 2018). However, the mechanisms by which a wellness tourism
experience provides avenues to support overall wellness are unclear (Smith & Diekmann,
2017). Exploring this gap is important to better understand the mechanisms through which
different types of wellness are achieved while traveling. Thus, in our research, we try to
identify the elements of the dimensions of holistic wellness through the UGCs of tourism
experiences.

3. Research Methodology

The qualitative thematic classification of travel reviews provides a significant and in-depth
understanding of the experience of wellness tourism through the use of netnography analysis
in combination with framework analysis. Netnography is defined as ‘a qualitative research
methodology that adapts ethnographic research techniques to study the cultures and
communities that are emerging through computer-mediated communications ’'(Kozinets,
2002, p. 62). Framework analysis utilizes a well-defined process where collected data are
selected, listed, and organised in line with key issues and emergent themes discovered
through the data. Figure 1 illustrates the general outline of the methodology used in this study,
which is detailed in the following subsections.

74



Lourdes Cauzo-Bottala et al.

) Rating _
Price per person For each %
City- perp dimension keywords/dimension
Number of reviews
. Analysis of the most
_Reviews > KeyBERT —— Classification — ve!
h ; . valued words
(keywords/reviews) (keywords/dimension)
For each city 4 | Analysis of the top
B 20% of words,
excluding the
dimension
"Activities"
Figure 1. General scheme of the methodology
2.1. Dataset

The data have been extracted from the experiences shared by Airbnb users in the main tourist
destinations in Spain: Barcelona, Granada, Islas Canarias, Madrid, Malaga, Mallorca,
Sevilla, and Valencia. For each city, the 18 most relevant experiences according to Airbnb
have been selected and, for each one of them, not only all the reviews shared by users have
been extracted, but also their rating, number of reviews, and price. All reviews were written

in English.
Table 1. Number of reviews collected per city
City Reviews City Reviews City Reviews
Madrid 8.254 | Malaga 1.992 | Valencia 3.529
Barcelona 10.774 | Gran Canaria 3.013 | Granada 2.793
Seville 6.353 | Palma de Mallorca 2.452

All reviews captured for each city have been merged into a single document for further
processing.

2.2. Keyword extraction

Keyword extraction relies on the publicly available keyword extraction approach keyBERT
(Grootendorst, 2020), which is a deep learning model used to extract keywords from
statements or documents. The main idea of keyBERT is that it uses BERT embeddings and
cosine similarity to find the words in a document that are most similar to the document itself
(Yoo et al., 2021).
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2.3. Data Analysis

2.3.1. Classification

To address the dimensions of wellness tourism, the 500 keywords with the highest value
according to keyBERT were taken from each destination. These keywords were first
classified by two of the researchers and then given to the other members of the research team
to identify and discuss any differences or disagreements to ensure the reliability standards.

The dimensions of the experience of wellness tourism were taken according to Dunn’s (1959)
holistic concept: Spirit, Environment, Mind and Body. Within each dimension, different
elements can be distinguished. Spiritual wellness is the birth place of emotions (Spirit), and
they are not located in any physical location. It is related to a spiritual connection with the
host and immersion in the community. Likewise, Environment is related to the physical space
where the experience is taken place. On the other hand, Mind and mindfulness are an essential
part of the holistic concept of wellness (Dunn, 1959), and they refer to experiences that enable
a tourist to be aware and conscious of his/her thoughts (Dilette, Douglas and Andrzejewski,
2021), looking for experiencing a profound effect of relaxation and rejuvenation (Voigt,
Brown and Howat, 2011). Finally, Body is related to the physical reality in contrast to the
spirit, and so includes interpretative elements such as activities and services.

2.3.2. Vertical Analysis
A vertical analysis was carried out to see what percentage of each element that makes up
each of the dimensions was present in the cities analysed. It was calculated according to the
following formula:

YKeywords;;

Ykeywords;

where Y K eywordsl.j is the sum of the keywords referring to the element i in the city j and

Y. Keywords; is the sum of the keywords referring to the element i.

2.3.3. Horizontal analysis

Taking each of the cities separately, a qualitative analysis was made of the keywords for
which keyBERT had the highest value for each city. Having captured data that in most cases
were about activities, a second analysis was also carried out with the 20% of the highest value
words for each city, but without taking into account those words which previously had been
classified as "Activities".
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3. Findings

3.1. Experiences features

Information has been collected about three characteristics of the experiences: rating, number
of reviews, and price. The rating goes from 1 to 5 stars, with the average of the punctuation
of the reviews of the activities of 4.93, with many of them rated 5 stars. Only Sevilla has no
activity rated 5 stars, although one of them has a rating of 4.99. The rating of the activities is
very high, being the lowest of the experiences analyzed, the 'Pub Crawl Madrid Experience'
in Madrid, with 'only' a rating of 4.5 stars.

The number of reviews varies from place to place. The city with more reviews is Barcelona
with more than 10.000 of them, while the one with less is Mallorca with 1,727.

The price of experiences varies between cities and within them. The highest price experience
is 'Journey into the heart of Gran Canaria' with a cost of 315€, while several of them cost just
1€ such as 'Free tour of Madrid on foot' or 'Sagrada Familia-Symbolism, Architecture, and
Gaudi's vision'. The average price ranges from 65.56€ for Islas Canarias to 35.44€ for
Granada.

3.2. Dimensions of the Wellness Tourism Experience

Related to the four dimensions, 15 interpretative elements have been attached to them, 3 to
Spirit, 6 to Environment, 2 to Mind, and 4 to Body (Figure 2). These are based on Dilette et
al. (2021). These authors identify and describe 14 of them. Most of them are used in this
paper. However, 2 of them have been combined, as well as 2 new ones have been stated:
landscape and reception, both related to Environment. Another main change is the
interpretative element Host/Hostess. It is similar to the one stated by Dilette et al. (2021) as
Staff. In 'Airbnb experiences', the features of the hosts are essential, since this person is the
basic in the selection of the experience by the tourist, as opposed to the staff in the case of a
typical tourist company. He/she is who designs the activities, which are specifically aimed at
going one step beyond the activity itself, with the intention of providing a 'Memorable
Tourism Experience' (MTE).
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Figure 2. Dimensions and elements of the Experience of Wellness Tourism

The connection of interpretative elements with the feeling of wellness by tourists can be seen
as well as pathways as barriers to wellness. In most cases, the reviews analysed show a
positive sentiment towards wellness, while several of them can show a clear barrier to its
successful achievement.

3.3. Tourism destination image according to wellness experiences

A first approximation to the image of tourist destinations can be found by relating the
dimensions of wellness with their key words (Figure 3). Looking at each of the dimensions,
we can see how each destination stands out in the different elements that make up each
dimension. Among other things, it stands out how the Mind dimension is more present in
destinations such as Mallorca and Valencia, Spirit in Granada, Malaga, Valencia, and
Barcelona, Body in both islands, as well as in Malaga and Granada, and Environment in all
destinations except Mallorca.

A second analysis takes into account how each keyword is related to its tourist destination.
It can be seen that in all of them except Mallorca, the “Activities” element of the Body
dimension predominates. As mentioned above, this is logical because Airbnb experiences
tells stories about activities. Going deeper, we can see the different activities that stand out
in each destination. For example, Barcelona has sea activities (‘sailing’); Islas Canarias with
visits to ‘vineyards’; Granada, Seville and Valencia with excursions (‘hike’, ‘tourguide’,
‘gotovalenciadaytour’); Madrid and Malaga with activities related to the idiosyncrasy of the
country (‘flamenco’, ‘carnival’). Finally, for Mallorca, the element “Food", also included in
the dimension Body, stands out.
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Figure 3. Wellness experiences in a tourist destination

Finally, if we take into account the 20% of the keywords most related to each destination
without taking into account those corresponding to “Activities”, we can see that in the islands
the experience of well being is obtained through “Food”, in the inland cities this is more
related to a “Spiritual” sensation, and in the coastal cities there is not so much unanimity, as
Barcelona and Malaga would be more “Spiritual” and Valencia “Food”.

4. Conclusions

The purpose of this study was to identify the dimensions of wellness and their relationship
with the image of the tourism destination. These dimensions have been analysed according
to the Dunn holistic concept in 8 Spanish tourist cities. Some elements of these dimensions
have been adjusted with respect to those proposed by Dilette et al. (2021).

In all the tourist destinations analysed, the wellness experience is achieved through the
dimension of Body, being the predominant element of this dimension “Activities” in all cities
except Mallorca, which was “Food”. Without taking into account the wellness generated
through “Activities”, this study first supports Dilette et al. (2021) in uncovering the
importance of culinary experiences (interpretative element “Food”) to achieve holistic
wellness, as can be seen in Valencia, the Islas Canarias and Mallorca, and second, identifies
the importance of those experiences that provide a sense of spirituality, as can be seen in the
other cities analysed and refer to the dimension Spirit.

Some limitations to this study are, first, the data collected for this study are limited to only
those wellness travelers who choose to review their experience online and through Airbnb
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experiences, assuming that all provided reviews are honest; second, the study focuses on the
18 better experiences appointed to Airbnb of each destiny analysed, which cannot necessarily
be considered representative of the entire population of experiences.

To strengthen the findings of this study, future research on wellness tourism experiences
should incorporate other methods of qualitative analysis (e.g. in-depth interviews, focus
groups, case studies, etc.) as well as quantitative techniques.
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Abstract

The present study aims to examine the impact of involvement (measured
through fashion conciousness), perceived authenticity of the message, and
perceived risk on purchase recommendations made by influencers.
Furthermore, the relationship between these variables is investigated as a
risk mitigator in the purchase intention, being induced by influencers in their
followers. The global rise of social media has created a new context in which
the figure of influencers has become a strategic communication tool that
makes the product more familiar, acceptable and desirable to the audience.
However, the negative aspects that could influence the purchase intention,
such as the risk perceived by the audience, have not yet been studied in
depth. To fill this gap, we present a structural equation model using the
SmartPLS tool on 948 influencer followers. The results obtained suggest the
remarkable influence of involvement with the product, the authenticity of the
message and the presence of risk derived from the recommendations; as well
as a strong impact of the authenticity of the message as the main mitigating
factor of the perceived risk.
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1. Introduction

In these fast-paced and changing times, the global rise of the digital age and the Internet
economy have established social media marketing as a pervasive activity for society and an
essential part of almost every company's promotional strategies. (Dumitriu et al., 2019).
The massive dissemination of all kinds of content through consolidated social platforms
such as Facebook, Twitter, Instagram or YouTube (Arora et al., 2019), the progressive
arrival of increasingly dynamic and versatile new media such as Twitch, or Tik Tok
(Cabeza-Ramirez et al., 2021), their unprecedented integration into people's daily lives
(Tafesse and Wood, 2021), as well as the increase in their popularity have given companies
and organizations new opportunities to spread brand awareness, attract customers and
improve their relationships in a way that had not been done before (Lou and Yuan, 2019).
In the field of marketing, it is striking to observe how the figure of the influencer fits
perfectly into the definition of marketing, becoming a strategic communication and
persuasion tool that makes the product more familiar, acceptable and desirable for the
audience (Enke and Borchers, 2019). The use of influencers is linked to the informal
communication process that arouses the interest of the potential client (Schwemmer and
Ziewiecki, 2018), aligning it with the new paradigm that represents the user of social media
as an independent brand ambassador (Boerman, 2020).

However, the emerging literature on influencer marketing has not yet deepened the
understanding of the most negative aspects that could influence the purchase intention
(Enke and Borchers, 2019; Hudders et al., 2021), particularly those related to the risk
perceived by the audience on the recommendations received. This issue has perhaps been
overlooked when most approaches consider the absence of risk, and assume that the
recommendations are always received as reliable. This probably happens under the premise
of an audience that presupposes the influencer as a person who is close, reliable and highly
knowledgeable about the product (Casalo et al., 2020).

2. Objectives and hypotheses

The present study seeks to fill this research gap and aims to examine the impact of
involvement (measured through fashion conciousness), perceived message authenticity, and
perceived risk in purchase recommendations made by influencers. Several mitigating
factors of risk are studied in depth, such as the involvement of the follower with the type of
sponsored product (Mou et al., 2020), as well as the perception of authenticity of the
message transmitted by the influencer (Hudders et al., 2021; Martinez- Lopez et al., 2020).
To fill this gap, this research letter proposes the exploration of the model represented in
Figure 1, and the following hypotheses:
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-Hi: The perception of message authenticity has a positive effect on the purchase intention
of the product or service recommended by the influencers.

-H»: The perception of the sponsored message authenticity, decreases the perceived risk of
the recommendations made by influencers.

-Hs: The perception of risk in influencers' suggestions has a negative impact on purchase
intentions.

-H4: Involvement with the product through fashion awareness positively influences the
perception of authenticity of the influencers' message.

-Hs: Involvement with the product through fashion awareness has a positive impact on the
purchase intention of the products suggested by the influencers.

-Hes: Greater involvement with the product (measured through awareness of fashion), will
mean an increase in the perceived risk of the product recommended by the influencers.

Authenticity of
the perceived
message

T H4 +

Involvement

H1 +

H2 -

HS5 +
(fashion > Purchase

consciousness) intent

le.

H3 -
-]

kL »
Perceived Risk

Figure 1. Hypothesis model
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3. Methodology and Results

A measurement instrument was designed based on previous studies and specialized
literature on the health passport composed of 4 blocks: (a) Perceived Risk (PR) (3 items,
(Alalwan et al., 2018; Singh et al., 2021)) ; (b) Authenticity of the Perceived Message
(APM) (3 items, (Martinez-Lopez et al., 2020)); (c) Involvement, measured through fashion
conciusness, (Inv) (4 items (Lertwannawit & Mandhachitara, 2012)); (d) Purchase intention
(Int) (3 items (Hwang and Kim, 2020)). The final sample collection was performed using
the SurveyMonkey platform. A link to collect answers and a QR code were generated. The
link or the code was distributed through social networks, and through the Moodle learning
management tool in different university centers in the south of Spain. The questionnaire
remained open during the months of April and May 2021.

The survey was answered by 948 Spanish participants aged 18 or over, followers of an
influencer in the field of fashion. Is a exploratory survey, the sample is self-selected no
probability based. The sociodemographic data reflect a sample made up of a higher
percentage of women (66.7%). Regarding age, we mostly found people between the ages of
18 and 30 (80.1%), with a university or higher educational level (54.85%). Table 1 shows
the results of the confirmatory factor analysis (CFA). The items were evaluated according
to the values suggested by Hair et al. (2014), ranged from 0 to 1. External loads exceeded
the cutoff value of 0.707 suggested by Carmines and Zeller (1979), so no load had to be
removed. The validity and reliability criteria of the construct were measured with the
criteria proposed by Fornell and Larcker (1981), the composite reliability coefficient (CR)
and Cronbach's alpha were above 0.7. In addition, all the AVEs (Average Variance
Extracted), as presented in Table 1, range from 0.662 to 0.822, which exceed the
recommended 0.50 threshold (Hair, et al. 2017).

The proposed theoretical model was estimated using the SEM structural equation modeling
technique through Partial Least Squares (PLS). The SmartPLS 3.3.7 software, developed by
Ringle,Wende, and Becker (2015), was used to analyze the relationships proposed in the
hypotheses (see figure 1). Table 2 shows the results and the results in relation to the
proposed hypotheses. Five of the six proposed relationships are supported. Hypothesis 6,
which relates involvement with the product (measured through fashion conciousness), and
the perceived risk of recommendations made by influencers (Hs), is rejected as it is not
significant (f= 0.059, p >0.1).
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Table 1: Measurement model. Factor loadings

Constructs

Factor Mean a
Ttems Loads (SD) Cronbach CR AVE

Perceived risk
(PR)

Authenticity
perceived
message
(APM)

Involvement
(Inv)

Purchase
intent (Int)

PRI1. It is risky to buy products

recommended/promoted by 0.925 3.9

. 1.77)

influencers.

PR2. Buying products

recommended/promoted by 4.05

influencers adds uncertainty about 0.82 a .83) 0.818  0.882 0.715
the results I will get from buying the '

product.

PR3. Influencers' recommendations
expose me to a general risk about 0.785 3.82

the outcome of the product. (1.83)

APMLI. I perceive that the 319

influencers' fashion suggestions are 0.875 a ’ 69)

authentic. '

APM2. Online influencers' fashion 0.909 325 0.864 0917 0.787
posts look real to me. ' (1.70)

APM3. The opinions of influencers 3.20

on fashion are reliable. 0.877 (1.67)

Invl. I usually have one or more 4.56

items of clothing that are in the 0.748 (2' 14)

latest fashion. '

Inv2. When it comes to choosing 343

between two outfits, [ go by whatis  0.779 (2'00)

in fashion rather than comfort. ' 0.829  0.887 0.662
Inv3. Dressing fashionably is 0.876 3.46

important to me. ’ (2.01)

Inv4. It is important to me that my 3.40

clothes are as trendy as possible. 0.846 (1.99)

Intl. I intend to buy fashion 4

products recommended by 0.899 2>

influencers (L.77)

Int2. In the future I will try to buy 2.50

products sponsored by influencers 0.928 (1.70) 0.892 0.933 0822
Int3. T will make an effort to buy 212

fashion products recommended by 0.891 (1' 61)

influencers

Source: own elaboration
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Table 2. Structural model. Path coefficients and result of the hypotheses

Path coefficients

Hypothesis Independent variable Dependent variable (p-values) Results
Hi APM Int 0.465 (0.000)***  Support

Hz APM —»p PR -0.141 (0.000)***  Support

Hs PR —» Int -0.058 (0.055)* Support

Ha4 Inv. APM 0.435 (0.000)***  Support

Hs Inv. —»p Int 0.195 (0.000)***  Support

He Inv. — PR 0.059 (0.134) Not Support

***p<0.001; **p<0.05; *p<0.01
Source: own elaboration
4. Discussion and Conclusions

To the best of our knowledge, our research is one of the few that addresses the effects of
product involvement on perceived authenticity of the sponsored message as mitigators of
perceived risk in influencer-sponsored recommendations. Therefore, it proposes a valuable
approach in gaining insight into the presence of general risk associated with influencer
endorsements. In the first place, we explore the perception of the authenticity of the
influencer's message from a double perspective: as a determinant of the consumer's
intention to follow the recommendations towards the product (H1), and as a mitigator of the
risk perceived by the audience (H2). The results obtained from hypothesis 1 add to the
abundant previous literature that points to trust, authenticity and credibility of the
transmitted message as the main causes of the impacts on attitudes and purchase intention
in different contexts (Yoon and Kim, 2016; Chakraborty and Bhat, 2018). Regarding the
incidence of the authenticity of the message on the perceived risk, the relationship was also
verified, in line with the findings of Kim and Lennon (2013) who showed how credibility
through reputation has a determining effect on the emotions of consumers and a significant
negative effect on perceived risk (Hussain et al. 2017). The third relevant finding have a
bearing on the incidence of risk perception on purchase intention (H3). In a way, this
finding highlights the need to consider the construct in future research, since it could be a
mistake to assume that endorsements generated by influencers are always received as
trustworthy (Casalo et al., 2020). Concerning the direct effect between the implication with
the product and the perception of the authenticity of the message (H4), it complements the
findings reported by Xue and Zhou (2010), which indicate that the greater the implication
with the product, the greater the trust towards the source. On the other hand, the significant
and positive influence of involvement on purchase intention (H5) stands out, in line with
the effects previously identified by Huang et al. (2010) in their work on the involvement of
travel blog followers and their purchase intention. Finally, hypothesis 6, which relates
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involvement with the product and the perceived risk to the recommendations made by
influencers (H6), is rejected. This result could be explained based on the work of Chu and
Chen (2019), and Liao et al., (2021) who pointed out that when online consumers have the
need to buy products with high perceived risk, they are more active in gathering
information, and more receptive to the opinions of others. This research is subject to
limitations, among which we can find: (1) the exploratory nature of the model; (2) the
concept of risk used, measured as a general perception; (3) a large convenience sample, in a
particular context, after the Covid-19 lockdown, and for a specific product (fashion).
Consequently, future analyses should consider these limitations as new opportunities for
future work.
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Abstract

The aim of the research is to explore young audiences such as Generation
Z’s and millennials’ opinions on traditional and modern masculinity in
advertising. The researchers used the YouTube platform for opinion mining
on several advertisements selected to find out what themes emerge from these
discourses. By using Nvivo 11 qualitative data analysis software researchers
conducted qualitative content analysis, sentiment analysis, and discourse
analysis. The results showed that masculinity in advertising gets a lot of Gen
Zers’ and millennials’ attention while the product discourse does not get any
noteworthy importance in the discussions about the advertisements. In
addition, the research found that when commenting on the advertisements
consumers take into consideration the entire context of masculinity and the
contemporary notions of it in society, media, popular culture, and
competitor’s advertisements. The study also concluded that that consumers
are more emotionally expressive and opinionated when viewing modern
masculinity advertisements than traditional.
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1. Introduction

In recent years, there has been a renewed interest in the changing notions about masculinity
in advertising, largely due to Gillette’s controversial ad aiming against toxic masculinity
and promoting inclusivity. Consumer perception of changing notions of masculinity is
particularly important for marketing professionals because advertising is created based on
assumptions about society (Daechun & Kim, 2007), what does the society appreciate and
want to have including material possessions and preferable version of themselves. This
question is particularly relevant when advertisers and researchers want to better understand
younger audiences such as millennials and Generation Z because many scholars now
suggest that the millennial generation has created a much more inclusive culture
(McCormack 2012; Thurnell-Reid 2012; Robinson et al., 2019). Nevertheless, marketing to
Gen Zers and millennials presents special challenges. While traditional media is still
important to these groups, it cannot be compared to the importance of social media and
YouTube, which are the main channels to reach Generation Z (Kotler & Armstrong, 2018).
That is why this research used YouTube as a platform to gather data from consumers which
according to marketing professionals and analysis consist mainly of younger audiences.
The data was in a form of YouTube comments on advertisements where masculinity is
presented as the key concept. The research question is: What are the current Generation Z’s
and millennials’ opinions on masculinity in advertising and what themes emerge from these
discourses?

2. Literature review

After conducting an extensive literature review, the authors concluded that researchers
mainly distinguish two very different types of masculinity: traditional masculinity, and
modern masculinity. Traditional masculinity is most commonly associated with physical
strength (Pollack, 2017), bravery (Smith, 2012), patriotism and emotional stoicism (Ging,
2013), wealth (Zayer et al., 2020), dominance, and a sense of entitlement (Connell, 2014),
decisiveness and risk-seeking (Jaffe, 1990), and being a breadwinner, in other words
providing for the family (Kimmel, 1996). In contrast, modern masculinity is most
commonly associated with progressive thinking (Ging, 2013), being emotionally expressive
(Ging, 2019), open-minded (Kimmel, 1996), being sensitive and compassionate (Lalancette
& Cormack, 2018).

The characteristics of traditional and modern masculinity go hand in hand with two
theoretical concepts that helped authors distinguish brand archetypes and masculinity
archetypes in the advertisements selected for this research. Masculinity archetype theory
(King, Lover, Magician, and Warrior) is developed by Carl Jung to classify masculinity
archetypes and their key characteristics (Moore & Gillette, 1990). Similarly, brand
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archetype theory (Mark & Pearson, 2011), which includes twelve different archetypes with
their distinctive characteristics and features helped authors notice the differences in selected
advertisements’ main features and their behaviors.

3. Methods

Since this research is based on qualitative methods, the focus, therefore, was on analyzing
consumer engagement, consumer feedback, sentiment, and discourse, by using qualitative
content analysis, sentiment analysis, and discourse analysis.

3.1. Data collection

Based on the reason that YouTube comments provide a certain level of authenticity
(Tolson, 2010) the authors decided to use online data collection by extracting YouTube
comments as data. YouTube is a key site where the discourses of participatory culture and
the emergence of the creative, empowered consumer have been played out (Benson, 2016).
What is more, researchers argue for the academic value of using YouTube comments as
data, saying that YouTube has attracted academic interest in emerging literature that tends
to view YouTube as a technological, media, or cultural phenomenon (Jones et al., 2015).
On YouTube consumers such as Generation Zers and millennials willingly give their
opinions on specific ads where masculinity is at the centre of the advertisement. The data
collection was done using a YouTube comments downloader tool. This tool nor any other
cannot help understand the researchers what age are the commentators nor any other
information about them. The researchers assumed that majority of the commentators would
be Generations Zers and millennials based on common sense and data about the average
YouTube user. There were six advertisements selected from different brands (Gillette,
Barbasol, Old Spice, Axe, National Football League, and Dos Equis), selling different
products, such as shaving products, deodorants, shampoos, beer, and so on. The reason for
choosing these specific advertisements were because they had a lot of comments for the
analysis purposes; they had a variety of masculinity archetypes and brand archetypes; and
they provided researchers with different young audiences and their unique feedback about
the advertisements due to the audiences the advertisers were communicating to. Three of
the advertisements had traditional and the other three had modern masculinity at the core of
the ad. The authors of this research took a sample of 400 YouTube comments from each
advertisement, making a total of 2400 comments.

3.2. Data analysis

At the beginning of sentiment analysis and discourse analysis, there was qualitative content
analysis which was conducted using Nvivo 11 qualitative data analysis software to help
with the process of organizing, analyzing, and finding relevant insights in the YouTube
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comments. The authors chose to have a mixed content analysis of conventional and direct
content analysis. That means that some codes were defined before the analysis of the data
based on the theoretical framework and some codes were defined during the analysis of
data making it a partially open and partially preconceived coding. After the coding process
was done with 198 different codes, the codes were sorted into larger categories based on
how they are related and what they reveal. These larger categories were formed into themes
that emerged from the YouTube comments. Themes were later merged into larger
discourses. Discourse analysis was conducted with the intention to get a deeper
understanding of what consumers are experiencing when viewing these ads and to get
valuable insights in consumer perception of the masculinity depicted in the particular
advertisements. Discourse analysis helped the researchers to pinpoint the key
characteristics, behaviors and opinions of consumers. Discourse analysis consisted of larger
categories where multiple themes were combined into, but at the same time there was a
greater focus on what specifically consumers appreciate about the advertisements in
question and what consumers dislike about them.

4. Results

4.1. Results of qualitative content analysis

The results of the qualitative content analysis showed the themes that emerged from each of
the selected advertisements, showing how dominant was the masculinity theme and how
much did the consumers approve or disapprove of the advertisement and its depiction of
masculinity. An example of the qualitative content analysis end result can be seen in Figure
1. Gillette’s “We Believe: The Best Men Can Be” advertisement’s comment section
presented researchers with a variety of themes, where many of them were negative towards
the brand. It suggests the researchers that the advertisement and its depiction of modern
masculinity and its caregiver brand archetype were not appreciated at all by the young
consumers that commented on the advertisement. When combined all the negative themes
together, it makes an astounding disapproval rate of 65%, which cannot even be compared
with the score of other advertisements analysed in this research, which normally received a
3% or 5% disapproval rate. To make matters worse for Gillette, the theme of Ad
appreciation was evident only in 4% of the comments. The combined percentage of
masculinity being involved in the advertisement’s comment section is 28%, while product
discussion did not get any noteworthy attention.
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Figure 1. Themes from Gillette’s “We Believe: The Best Men Can Be” advertisement’s comment section, in %
(Source: Authors’ original work based on YouTube comments)

However, it has to be pointed out that Gillette’s advertisement was an anomaly in the
research. Qualitative content analysis of the remaining five advertisements showed very
different results, suggesting greater importance in the main character of the advertisement
and the displayed masculine characteristics and a greater appreciation of the advertisements
where masculinity was at the core of the ad.

Another advertisement as an example of qualitative content analysis for this research is
Axe’s “Is it ok for guys” (Figure 2), which unlike Gillette received very positive consumer
engagement and feedback with 41% ad appreciation.

Figure 2. Themes from Axe’s “Is it ok for guys?” advertisement’s comment section, in % (Source: Authors’
original work based on YouTube comments)
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The advertisement had a total masculinity discourse of 24% with only 4% of the comments
discussing the actual product. A more detailed summary of all six advertisements’
qualitative content analysis results are provided in the Table 1. The table shows the top 10
most common themes in all of the six advertisements. As evident by the table the most
consistently common theme is Ad appreciation and humour appreciation, while other
themes have highly inconsistent frequency in the YouTube comment sections.

Table 1. The results of qualitative content analysis

Theme Barbasol Old Dos Gillette NFL Axe
Spice Equis
Ad appreciation 32% 31% 21% 4% 38% 41%
Humour Appreciation 13% 16% 16% 0% 20% 0%
Disapproval 3% 1% 5% 65% 8% 17%
Competitor discourse 31% 0% 2% 5% 0% 1%
Masculinity discourse 15% 2% 3% 19% 3% 24%
Main character discourse 2% 7% 31% 0% 4% 0%
Product discourse 14% 1% 7% 10% 7% 4%
Branding discussion 1% 0% 2% 2% 1% 17%
Satire 1% 24% 29% 1% 8% 0%
Popular culture 0% 22% 6% 0% 5% 0%

Source: Authors’ original work based on YouTube comments

4.1. Results of sentiment analysis

The sentiment analysis measuring likeability or how positive, negative or neutral were each
advertisement’s comment section showed that of the selected ads traditional masculinity’s
advertisements comment sections were on average more positive than modern
masculinity’s, with an average of 56% positivity rate to 46% positivity rate (Figure 3).
However, that might be due to the significant discrepancy between Gillette’s positivity rate
and NFL’s and Axe’s. For instance, only 8% of Gillette’s “We Believe: The best man can
be” comments were positive, with 78% being negative. While on the other hand the rest of
the comment sections, especially NFL’s “Touchdown celebrations” (70% positivity rate)
had a high level of positivity rate, despite what people mostly associate internet comment
sections with. Due to Gillette’s “The best man can be” advertisement’s high negativity rate,
the average negativity rate of the selected modern masculinity ads (39%) is notably higher
than the average negativity rate of traditional masculinity ads (8%).
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Figure 3. Sentiment analysis results of selected advertisements (Authors’ original work)

When it comes to the neutrality of comments, suggesting consumers’ lack of emotional
involvement, the traditional masculinity ads had much higher neutrality (35%) in their
comments than modern masculinity ads (21%). This indicates that consumers are more
emotionally expressive and opinionated when viewing modern masculinity content than
traditional.

4.1. Results of discourse analysis

Discourse analysis also provided authors with valuable insights into what consumers think
about the advertisements in question and their versions of masculinity depicted in both,
modern and traditional ways. The masculinity discourse was more evident in Axe’s and
Barbasol’s advertisements. In the case of Barbasol, the discourse analysis revealed how
much consumers liked this advertisement and expressed their opposition to Barbasol’s
competitor Gillette and their advertisement against toxic masculinity. Gillette’s comment
section had a very negative discourse with consumers showing their distaste for the
advertisement and calling for a boycott of the brand. Dos Equis advertisement’s discourse
analysis of the YouTube comment section revealed a significant debate about the main
character of the ad displaying traditional masculinity characteristics. Consumers expressed
their appreciation for the original character and distaste for the new, who is not displaying
so much traditional masculinity as the original character, also signalling consumer
preferences on the matter.

5. Discussion

First, on one hand, the qualitative content analysis, as well as the discourse analysis,
showed that masculinity in advertising gets a lot of attention from the young consumers
who are the primary commentators on YouTube videos, in this case, advertisements.
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However, it also showed very little attention paid to the actual product being advertised.
Discourse analysis showed that consumers perceive the advertisement in a larger context of
masculinity that is influenced by the society, media, and other competitors of the brand as
well as indicating the importance of the main character and his masculinity characteristics
in an advertisement. Second, on one hand, the sentiment analysis showed that contrary to a
popular belief the discourse in internet comments concerning masculinity is more positive
rather than negative. Nevertheless, it has to be pointed out that these advertisements are
considered to be quite effective by research done earlier on this matter, determining the
effectiveness of advertising. Finally, after analyzing masculinity and brand archetypes in
advertising as well as combining the research with traditional and modern masculinity
characteristics, the researchers found that traditional masculinity in advertising is rooted in
somewhat old-fashioned stereotypes about men and masculinity that perpetuates the idea of
gender conformity. While modern masculinity, on the other hand, in advertising is rooted in
equality, inclusiveness, opposition to masculine stereotypes.

6. Conclusion

This study aimed to understand the current consumer perceptions of modern and traditional
masculinity in advertising and how should advertisers depict masculinity in an effective
way so it can resonate with consumers. The study found that masculinity in advertising has
such a significant interest for the Gen Z and millennials, that the product discourse does not
get any noteworthy importance, suggesting that consumers might be too distracted on the
main character and depiction of masculinity to pay attention to the product. The study also
concluded that when presenting traditional masculinity in advertising, the main character is
notably important as evident by the qualitative content and discourse analyses. And finally,
the research found that when commenting on the advertisements consumers take into
consideration the entire context of masculinity and the contemporary notions of it in
society, media, popular culture, and competitor’s advertisements. Further research will
expand the methods for assessing consumer perceptions of masculinity in advertising by
conducting surveys and focus groups as well as interviews with the experts of the
advertising industry.
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Abstract

Search popularity, as reported by Google Trends, has previously been
demonstrated to be useful when studying many time series. However, its use in
cross-section studies is not straightforward because search popularity is not
provided in absolute terms but as a normalized index that impedes
comparisons. This paper proposes a novel methodology for calculating
popularity indicators obtained from Google Trends to improve the prediction
of football players' transfer fees. The database is formed by 1428 players who
competed in LaLiga, Premier League, Bundesliga, Serie A, and Ligue I on the
2018-2019 season. Random forest algorithm and multiple linear regression
are used to study the popularity indicators' importance and significativity,
respectively. Results showed that the proposed popularity indicators provide
significant information to predict players’ transfer fees, as models including
such popularity indicators had lower prediction error than those without them.
This study's developed method could be used not only for analysts specialized
in sports data analysis but for researchers of other fields.
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1. Introduction

With 158 years of history, football is not only the King sport of today's society but one of the
most profitable businesses in the world. According to Ajadi et al. (2021), the combined
turnover of the top 20 clubs was €8.2 billion in 2019/20. However, such amounts of income
are accompanied by significant expenses. In 2017, Paris Saint-Germain F.C. carried out the
most expensive transfer in history, paying €222 million to F.C. Barcelona for Neymar Jr. A
year later, this same team bought Kylian Mbappé for €180 million, becoming the second
most expensive transfer fee! in the history of this sport (Trujillo, 2021). These expenses can
only be understood by considering that the main assets of football teams are the players.
Thus, given the impact of transfer fees on the economy of football clubs, academics,
managers, and other experts have tried to find their main determinants. Factors affecting the
transfer fees include the players' performance, position (forward, midfielder, defender, or
goalkeeper), the club they play for and, physical characteristics (height, age, etc.) (Garcia-
del-Barrio & Pujol, 2007; Herm, Callsen-Bracker, & Kreis, 2014; Miiller, Simons, &
Weinmann, 2017).

Furthermore, football players are brands themselves, and they have been benefited from the
emergence of social networks such as Instagram or Twitter. So, it seems reasonable to study
their online popularity and how it impacts the transfer fees, especially if this information is
open and easy to access. Previous research has already used popularity measures, such as the
followers on social media (Miiller et al., 2017; Hofmann, Schnittka, Johnen, & Kottemann,
2019) and their exposition in Google, measured as the number of hits (Garcia-del-Barrio &
Pujol, 2007; Herm et al., 2014; Hofmann et al., 2019) to predict the football player transfer
fees. Miiller et al. (2017) also incorporate Reddit posts, Wikipedia views, YouTube videos,
and a Google Trends search index?. In this regard, Garcia-del-Barrio and Pujol (2007) and
Herm et al. (2014) have found the number of hits in Google results is statistically significant
in predicting players’ transfer fees, while Hofmann et al. (2019) did the same for the number
of followers on social media. Similarly, Miiller et al. (2017) found all popularity variables to
be statistically significant except the Google Trends search index. This could be because GT
does not provide time series of absolute searches but term-dependent normalized indexes
from 0 to 100, so they cannot be directly used to compare different players.

This article proposes novel ways to use GT to measure player popularity by requesting
several terms (i.e., player names) simultaneously. To demonstrate its usefulness, this

1 Actual prices paid on the market (Miiller et al., 2017).

2 Google Trends is a tool that allows users to measure the interest that a topic or a person arouses in the world over time according

to the number of searches in Google Search Engine (Rogers, 2016).
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methodology has been applied to help predict the transfer fees of the players sold during the
summer market of the 2018-2019 season.

The rest of the paper is organized as follows. The second section is devoted to explaining
how the proposed popularity indicators have been calculated. The third section describes the
database and the statistical methods used for carrying out the analysis. The fourth and fifth
sections introduce the results obtained and the conclusions achieved, respectively.

2. Popularity indicators with Google Trends

The time series provided by Google Trends (Rogers, 2016) contain a relative index of term
popularity, normalized from 0 to 100, which takes value 100 in the period with the highest
number of searches. This normalization makes it difficult to compare player popularities
since the corresponding series are individually normalized. That is, all series are rescaled
considering their maximum. According to Rogers (2016), one way to put the search interest
into perspective is to add additional terms. Thus, using two terms (each one representing a
player) simultaneously, the results of both series are jointly normalized, i.e., with respect to
the highest popularity of any of the terms. Therefore, both series are on the same scale, and
it is possible to compare them.

Unfortunately, GT series are reported as whole numbers instead of real numbers. Thus, if a
famous player is compared to an unpopular one, GT reports a search index of 0 for the latter,
making it difficult to compare the popularity of less searched players. To deal with this issue,
we propose to use different reference players according to the relative popularity and
position, since the notoriety of a player depends on his position.

In this study, three popularity layers were defined (“High” for the most popular players,
“Middle” for the relatively popular, and “Low” for the less popular), each one with a specific
reference player. The reference player of the first layer was the one who, compared to the
rest, had the highest average search index (in the case of the forwards, Cristiano Ronaldo).
The reference player for the second layer was a player whose average popularity index was
1 when put together with the reference player in the first layer. Among all those satisfying
this criterium, the least popular one was selected as the reference for the second layer. Less
popular players (that is, receiving an average search index of 0 when compared to the layer-
1 reference player) were then compared to the reference player of the second layer. This
process was repeated in the three levels of the three considered player positions (defender,
midfielder and forward). After that, all series were rescaled to account for the different
reference players used.
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Once the time series of the weekly popularity of the players are on the same scale, their
information is summarized in six popularity indicators that can be used in cross-sectional
studies: First Principal Component (CP1), mean, median, maximum, minimum and variance.

3. Methodology

The following section presents the database used to carry out the study and the statistical
methods used in the predictive analysis. Free R software was used for the analysis (R Core
Team, 2019).

3.1. Models

In order to know if the proposed indicators have a significant impact on the transfer fees
prediction, two different models were considered. In Model 1, considered as the baseline, the
transfer fee for each player i is explained by his characteristics® and his performance®.

Transfer fee; = f(characteristics;, per formance;) (1)
Model 2 extends Model 1 by including the popularity indicators described in Section 2.

Transfer fee; = f(characteristics;, performance;, popularity;) 2)

3.2. Data

The database used to carry out the analysis was formed by 1428 players who competed in
LaLiga, Premier League, Bundesliga, Serie A and Ligue 1 on the 2018-2019 season with 36
explanatory variables related to player characteristics, performance, and six popularity
indicators®. To train the models, the estimated market value® of 1235 players not sold where
used. The model error was assessed using the transfer fees of the 193 players sold during the
summer market after that season.

3.3. Methods

Random Forest algorithm (RF) (Breiman, 2001) and Multiple Linear Regression (MLR)
(Berry, Feldman, & Stanley Feldman, 1985) where used to fit the models. Before carrying

kS Player characteristics: Position, age, height, and contract.

4 Player performance: Playing time, aerial duels accuracy, tackles accuracy, interceptions, shots intercepted, fouls, yellow cards, red

cards, goals, shots, shots accuracy, assists, dribbles, crosses, corners, passing accuracy, short passes accuracy, long passes accuracy,
key passes, progressive passes, deep passes, penalty area, last half quarter, and free kicks.

3 Popularity indicators were calculated using values for the time period from 17 May 2018 to 26 May 2019 (popularity per week).

S Amount of money that a club would be willing to pay for an athlete to sign a contract, regardless of an actual transaction (Herm et

al., 2014). Source: www.transfermarkt.com
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out the MLR and for alleviating the multicollinearity, variance inflation factors (VIF) were
obtained using the vif_ function (Thompson, 2013), removing those variables with VIF
>5 only for MLR. Later, the most relevant variables were selected in the fitted linear model
according to the Akaike information criterion (AIC) (Akaike, 1974) using the MASS R-
package (Venables & Ripley, 2002).

In addition, the repeated k-fold cross-validation technique (in this case, k=5 and
repetitions=5) was used to optimise the hyperparameters of the training set for both methods,
RF and MLR, using the caret R-package (Kuhn, 2020). Finally, the model's performance
was obtained on transfer fees of 193 players, who had not been used to build the model.

4. Results

After applying the methodology Table 1 shows the performance for each method and model
measured through the root mean square error (RMSE).

Table 1. Summary of model performance measured by means of the RMSE (EUR).

RF MLR
Model 1 (baseline) 16,583,803 17,045,285
Model 2 (popularity) 12,083,185 15,338,117

Source: Own calculations

According to Table 1, using the popularity indicators, the RMSE decreased by €1,707,168
and €4,500,618 for the MLR and RF methods, respectively.

Table 2. Variables selected by the Multiple Linear Regression after applying the AIC in model 2

Type of variables Variables

Player characteristics ~ Position, age, and contract

Playing time, aerial duel accuracy, fouls,
goals, shots, assists, dribbles, short passes

Player performance accuracy, passes in the last quarter of the
opponent half, deep passes, free kicks, and
corners

Popularity indicators Variance, minimum, median

Source: Own calculations
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Table 2 shows variables selected by the MLR after applying the AIC in model 2. Note that,
after applying the vif function the variance, minimum, and median were the only popularity
indicators that remained in the model. Thus, the MLR selected these three popularity

indicators included in the model.

RF algorithm allows knowing the importance of the variables in the regression model. Liaw
and Wiener (2002) incorporated, in the randomForest R package, the calculation of the
average increase of the mean squared error (IncMSE%) in the out-of-bag when one variable's
values are permuted in the training dataset while the others remain unchanged (the greater
the prediction error, the greater the importance of the variable). Figure 1 shows the
importance of the variables according to the IncMSE% in the model 2.
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Figure 1. Importance of variables of Random Forest algorithm for the model 2. Source:Own calculations.

Figure 1 shows that in the case of RF algorithm, the most important variable is the
“Minimum” popularity indicator, which stores information about the week in which players
were least searched. Additionally, in the same way as MLR, the variables “Median” and

“Variance” take a relevant position.
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4. Conclusion

This work proposed new ways to use GT data to measure player popularity for predicting his
corresponding transfer fee. First, because the time series given by GT is individually
normalized, it should not be used directly to measure player popularity. Thus, this document
recommends using reference players classified by popularity levels as a possible solution.
Second, the results (Table 2 and Figure 1) show that the popularity indicators calculated
through the proposed methodology (see section 2) improve the prediction of transfer fees.
This information may be helpful to analysts who might add these indicators to their models
to improve transfer fees prediction.
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1. Introduction

The steady growth of the digitalization of modern society, significantly accelerated in recent
years by the impact of the global pandemic and its economic consequences, has brought to a
new level the challenge of improving business processes and, in particular, profit-making
processes through the Internet and digital technology. It has become virtually impossible for
modern businesses to compete successfully in the marketplace without using the tools and
capabilities of the global network and e-commerce. At the same time, the presentation of a
company's products for sale on various Internet services is not in itself a prerequisite for
successful sales. The effectiveness of e-commerce in today's world is driven by several
factors, not the least of which is a clear understanding of your target audience and their needs.
In this context, the study of e-commerce through the prism of consumer preferences is of
particular relevance.

2. Literature review

During the last decade, the topic of e-commerce has been on the radar screen of a large
number of researchers all over the world. In Latvia's case, several research areas prevail in
the research field. The first group aims at finding ways to develop small and medium-sized
businesses using e-commerce. For example, it is worth mentioning a joint research paper by
several Latvian and Lithuanian researchers on the problems of the e-commerce segment in
the Baltic states (Rivza et al. 2020), one of its key conclusions being that there is a lack of
specialists with socio-technical knowledge, which prevents the domestic e-commerce market
in Lithuania and Latvia from reaching the level of most EU member states. In other words,
there is a lack of business understanding of the needs of e-customers, and a failure to
recognize and study their target audience, including in terms of choosing effective e-
marketing tools.

The second line of research is based on identifying the factors that contribute to the
development of e-commerce in the Baltic States at the macro level. Particularly, Gudele and
Rivza (2015) and Gudele and Jekabsone (2020) conclude that the development of e-
commerce in the country depends, among other things, on the general level of education and
digital literacy of the population, stressing the point that Latvian businesses do not take full
advantage of the existing potential of e-commerce.

The third group of researchers focuses specifically on e-commerce management, attempting
to justify innovative ways of developing Internet commerce through customer interaction
analysis (Pollack et al 2021).

The fourth group of researchers concentrates on the study of the characteristics and factors
of successful performance of firms in the field of Internet marketing. In particular, we can
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functioning and performance of digital marketing companies in the Baltic States, and have
been able to justify different employment and profitability models for companies in the
digital marketing sector.

A particular area of research is the area of evaluating the effectiveness of e-commerce
activities and digital marketing channels. So, Sceulovs and Lorencs (2017), based on a study
of the main characteristics of the digital marketing sector in Latvia and an expert survey, a
list of indicators for evaluating the effectiveness of applied digital marketing channels was
formed. In turn, Kotane, Znotina, and Hushko (2019) conducted research on key trends in
the use of digital marketing tools to identify the most effective strategies for local businesses.

Thus, we can say that two main directions prevail in the Latvian scientific field: the study of
e-commerce processes itself and the study of the sphere of digital marketing as a factor in its
development. At the same time, there is a great need for further research into the prospects
and ways of effective e-commerce development in Latvia based on the characteristics of
online customers, which would allow local businesses to form online sales strategies and thus
effectively compete in the market not only in Latvia but also at least in other EU countries.

3. Aim, Scientific novelty, Theoretical significance and Methods
3.1. The aim of the article

This article aims to investigate trends in Internet commerce in Latvia based on the
characteristics of e-customers and determine the prospects and ways in which Latvian
businesses can take advantage of the opportunities offered by the Internet.

3.2. The scientific novelty

The scientific novelty of the study consists in highlighting the characteristics and trends of e-
commerce processes in Latvia during the last decade and substantiating the ways of
development of online trade by national businesses.

3.3. The theoretical significance

The theoretical significance of the study lies in deepening the understanding of the Latvia's
place in comparison to other European Union countries, in terms of e-commerce share in a
gross domestic product, which can be further applied to form state programs of online
business sector development and to form private online commerce strategies of companies.

3.4. Methods

The methodological basis of the study is general scientific and special methods of economic
theory. In particular, in the process of work on the study the following methods were used:
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comparative analysis and synthesis - to detail the object of research; economic and
mathematical - to analyze the behaviour of businesses and users on the Internet; graphic - to
illustrate and chart the subject of research; abstract-logical - to justify objectives,
generalizations, and formulation of conclusions.

4. Research results

The progressive development of e-commerce has given a significant boost to the number of
online consumers of products and services due to COVID-19 worldwide, not excluding
Latvia, where, according to US Office of International Trade estimates (International Trade
Administration, 2022), as of summer 2021, 90.8% of adults were using the Internet daily.
This is a huge potential and partially active e-commerce audience, as 85% of those surveyed
had made at least one online purchase during the year (International Trade Administration,
2022).

For its part, the European Digital Trade Association estimates (The European Digital
Commerce Association) that the growth of e-commerce in Latvia in 2020 is 27%, but e-
commerce only accounts for 1.03% of Latvia's gross domestic product (Ecommerce Europe,
2021).

Based on the above results, an author can note that there is significant e-commerce
development potential in Latvia and, in particular, by local businesses, which is still passively
used nowadays in comparison to EU countries. To understand the key factors of this situation,
let us compare the indicators of enterprises in Latvia with e-commerce with the number of
real e-customers (Fig. 1).
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I enterprises in "EU - 27 countries" with e-commerce, %
e-customers in Latvia (last online purchase in the last 3 months), %

== c-customers in "EU - 27 countries" (last online purchase in the last 3 months), %

Figure 1. Comparison of the share of companies using e-commerce tools and the share of real e-customers in
Latvia in 2012-2021, %*. * formed on the basis of data from Eurostat (2022).
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These data allow conclusions to be drawn, first of all, about the reasons why the role of
internet commerce in Latvia's gross domestic product is so insignificant. Thus, as of 2021,
only 17% of companies were using e-commerce means in their business activities. However,
until 2017, the share of companies operating in the field of e-commerce did not exceed 10%.
This is a low figure if we compare it with all the EU countries, where, according to Eurostat
(2022), 17% of companies were actively using e-commerce opportunities in 2014, and in
2021 the proportion was already 22%.

Thus, we can say that Latvia's Internet business has only now reached the level of Europe in
2014. At the same time, there is a reduction in the gap between Latvia and all European
countries in the use of e-commerce by businesses, which allows a conclusion about the
growing e-commerce potential in Latvia.

The logical explanation for this situation could be a lack of e-customers in Latvia who made
at least one online purchase in the last 3 months. During the period under study, the share of
online users in Latvia who have made at least one online purchase increased from 18%
in2012 to 38% in 2020, which means 20% growth only, it is 3% less in comparison to All
European countries. Although the growth rate of the share of businesses using e-commerce
tools in Latvia during the survey period is quite significant, it is not enough to fully meet the
demand of e-shoppers.

However, the data obtained show quite significant growth rate of e-customers in Latvia who
made at least one online purchase in the last 3 months during the 2021 when it increased by
a significant 13% in 2021. An author expects it can be strongly reflected in the e-commerce
gross domestic product percentage in Latvia in 2021.

This is supported by the fact that no more than 40% of online purchases are made by national
businesses (Figure 2). At the same time, such high rates of online shopping by national
businesses in Latvia were observed only in 2021, largely due to multiple quarantine
restrictions and fear of individuals stimulating them to change their habitual lifestyle and,
among other things, to switch to an increased list of goods bought online.
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® from national business ® from other EU countries business

Figure 2. Share of online purchases in Latvia depending on the seller's territorial affiliation in 2012-2021, %*.
* formed on the basis of data from Eurostat (2022).

And it is only in 2021 that there is a significant gap between the share of online purchases
from local businesses and companies from other EU countries. In fact, for the first time in
ten years, the share of online purchases by users from Latvian businesses was twice as high
as the share of online purchases by Latvians from businesses from other EU countries. A
dynamic analysis of the age structure of Internet users who have never made an online
purchase (Figure 3) suggests that the last decade has seen a very significant change in the
purchasing behaviour of users under the age of 45. In particular, if the results of the study in
2012 showed that more than 40% of users in this age group have never made an online
purchase, by the end of 2020 there will be no more than 11% in each of the selected age
groups. This situation confirms the global trend of growth in the active use of online shopping
opportunities among the younger population.
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Figure 3. Dynamics of the share of Latvian Internet users by age category who have never made an online
purchase in 2012-2021, %. * formed on the basis of data from Eurostat (2022).

114



Igors Babics, Rosita Zvirgzdina

If we consider individuals aged 45-54, more than 25% of them have never made an online
purchase in Latvia as 0f 2021, and the share of users over 55 not buying online is over 40%.
If we add the education criterion to the age criterion, we get the following data (Fig. 4).
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individuals, 55 to 74 years old
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Figure 4. Dynamics of the share of Latvian users who have never made an online purchase, by age and education,
%. * formed on the basis of data from Eurostat (2022).

The results show that the criterion of users' education has a greater weight the younger the
individual is. Thus, there are significant differences in the proportion of young people - from
16 to 24 years old - who have never made an online purchase, depending on their level of
education. In 2012, 65% of young Internet users with a low level of education did not use the
opportunities of e-commerce, while their peers with a high level of education had only 20%.

While until 2019 the share of Latvian Internet users who have never made an online purchase
was decreasing gradually, the last two years have seen significant shifts. At the same time,
the importance of the educational criterion has become quite clear in the group of users aged
25-54 years old - thus, according to a survey in 2021, only 5% of users in this age category
with a high level of education have never made an online purchase in Latvia.

On the other hand, the 55+ age group in Latvia is the least dependent on educational criteria
in the context of online shopping. When targeting this group of consumers, it is worth looking
for other factors that contribute to their involvement in e-commerce processes.

Another aspect of studying e-commerce trends in Latvia is an analysis of the preferences of
e-shoppers, especially in the context of the impact of the global pandemic (Fig. 5).

For this purpose, we have chosen 2019 as the year before the pandemic and 2021 as the period
which is a vivid reflection of the impact of COVID-19 both on the Latvian economy as a
whole and the consumer preferences of online shopping users.
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Figure 5. Structure of online purchases by Latvian Internet users by product type in 2019 and 2021, %.
* calculated on the basis of data from Eurostat (2022)

The analysis of the above data allows us to conclude that significant changes in purchasing
preferences in Latvia during the study period occurred. Thus, if before the pandemic, 13.9%
of online purchases by the country's users were for tickets to various events, in 2021 it was
only 0.7%. Instead, users increased the number of online purchases of software by a factor
of five, movies and music by a factor of two. In addition, the number of online purchases of
food, educational materials, clothing and sports goods, and telecommunications services has
also increased.

Thus, we can identify several key characteristics of e-shoppers in Latvia that should be taken
into account by the central authorities responsible for e-commerce development in the
country and by businesses themselves when shaping their e-commerce strategy:

The first is the willingness and availability of users to shop online - 75% of the country's
online users have experienced online shopping, and more than 51% of them have done so in
the past three months. At the same time, only 17% of Latvian companies use e-commerce
tools in their operations, which is still relatively less nowadays in comparison to EU
countries.

Secondly, there is still an insufficient interest of Latvian e-costumers in national businesses'
products and online services. Thus, in the study period, no more than 35% of online purchases
by Latvians were purchased from representatives of local businesses. The exception was
2016 with 36% and 2021 with 42% of purchases.
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Third, there is a fairly high correlation between a user's willingness to shop online and their
level of education. Users between 16 and 54 years of age with a medium to high level of
education are more open to online shopping.

Fourth, the analysis of the structure of online purchases by Latvian Internet users by product
type in 2019 and 2021 shows significant changes in online purchasing preferences during the
study period.

All the above-mentioned allow us to state the necessity of e-commerce sector development
in Latvia, as at the moment e-customers to a greater extent finance the formation of the gross
domestic product of other countries. At the same time, a special role should be given to
working with businesses themselves, so the key areas for further research should be to
identify the problematic aspects of online sales tools application by national businesses in the
context of different business areas, to build a profile of e-shopper for different product
categories, and to determine the main obstacles for users to make online purchases.

5. Conclusion

Significant growth in the digitalization of the modern economic space leads to the increasing
dependence of businesses on the level of application of information technologies, including
in communications with consumers and the sale of products. In this context, most Latvian
businesses have not yet adapted to new aspects and continue to base their operations on
twentieth-century approaches and concepts. At the same time, users in the country becomes
more active in online shopping, and the situation with the global pandemic has made this
number especially high. Thus, there is a need for active development of e-commerce in
Latvia, primarily through the application of its tools by businesses, which requires further
research into the reasons holding companies back from entering the online segment and
identifying incentives for its activation.
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1. Introduction

In a previous paper (Hadler et al. 2022), we showed that the likelihood of providing one’s
social media account information in surveys is higher among respondents who are in favor
of various COVID-19 policy measures. One explanation is the occurrence of a social
desirability bias. Social desirability refers to the effect that respondents tend to report
behaviors and opinions that are generally assessed positively and give socially desirable
answers rather than share their true thoughts if those deviate from social norms (Grimm
2010). Anonymous interviewing and ensuring confidentiality are known to reduce this bias
(Larson 2019). Providing access to their social media accounts removes the respondents’
anonymity, as researchers will know their actual identities. In line with the idea of social
desirability, respondents who share the mainstream opinion to support COVID-19 measures
more often provide their account information than respondents who oppose them.

The COVID-19 pandemic and related policy measures, however, are specific topics as they
resulted in a polarized public opinion (Reiter-Haas et al. 2022). The current paper thus tests
whether our findings on the effects of social desirability are also applicable to another topic
— environmental attitudes, i.e., the willingness to pay higher taxes and prices to protect the
environment. Finding similar effects would support the general idea of a bias in providing
one’s social media account towards respondents who share mainstream views. Therefore, our
first research question is: Do attitudes towards environmental protection measures influence

the willingness to provide social media accounts in a public opinion survey?

Alongside this question, we also compare opinions towards environmental measures
expressed on social media to those stated in our survey. First, we compare attitudes reported
in a public opinion survey with sentiments expressed on social media at the aggregate level.
Second, we also take a closer look at the congruence at the individual level and check whether
single individuals express the same opinions in the survey and on social media. Therefore,
our second research question is: Do the attitudes expressed in surveys match the social media
sentiments at the aggregate and the individual level?

2. Methods

Our analyses are based on three data sources, i.e., a public opinion survey, the tweets of
survey respondents who shared their social media account names, and Twitter data for the
same time period. The survey was conducted online in the DACH region (i.e., Germany,
Austria, Switzerland) in the summer of 2020. The sample comprises a total of 2560
respondents and resembles the sociodemographics of each country. The questions included
attitudes towards the COVID-19 pandemic, environmental attitudes, the use of various social
media platforms, and sociodemographics. Respondents were also asked to share the name of
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their Facebook and Twitter accounts. However, we were only able to access the Twitter data
due to Facebook’s terms and conditions.

Our dependent variable is derived from the questions on sharing one’s account information
and includes the following groups for Facebook and Twitter users respectively: a)
respondents without an account, b) account holders who were not willing to share their
account name, and c) account holders who shared their account name. Independent variables
include the sociodemographic variables gender, age, and education, as well as attitudes
towards environmental measures (‘How willing would you be to a) pay higher prices, and b)
pay higher taxes in order to protect the environment?’). Responses to this item are measured
on a five-point scale with 1 = no acceptance and 5 = high acceptance. We also computed an
index, displaying the mean score of the two attitudes. An overview of the survey variables is
provided in Table 1.

Table 1. Sample characteristics

Variables Mean (SD) or %

Acceptance of environmental measures
(1 = no acceptance, 5 = high acceptance)

How willing would you be to...

a) pay higher prices in order to protect the environment 2.90 (1.17)
b) pay higher taxes in order to protect the environment 2.40 (1.17)
Index (mean score of previous variables) 2.65 (1.20)

Sociodemographic variables

Female 50.4%
Age 44.34 (13.90)
Education
Compulsory school 35.2%
Vocational training 11.6%
High school degree 23.9%
University degree 29.3%

For the Twitter data, we used the Twitter Search API' and matched the time period to the
survey data (i.e., from July 30™, 2020, to August 10%, 2020). The search query was restricted
to the German language containing terms related to the environment?, which resulted in a
total of 16,780 tweets. Furthermore, we considered two smaller subsets of these tweets
containing the German and English terms for prices (i.e., ‘preis’ and ‘price’ = 275 tweets)
and taxes (i.e., ‘steuer’ and ‘tax’ = 470 tweets). Subsequently, we conducted a sentiment

' We used twarc2 with the full-archive search using the academic research product track (https:/twarc-
project.readthedocs.io/en/latest/twarc2_en_us/#search).

2 The list contains ‘environment’, ‘climate’, their German counterparts ‘umwelt’ and ‘klima’, as well as their
corresponding hashtags (e.g., #environment).
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analysis using the TextBlob library with the German language extension, which includes a
sentiment polarity lexicon that we use for sentiment extraction. We chose this approach as it
applies well to the analysis of short texts, such as tweets. After extracting the sentiment, we
removed tweets that express no sentiment to exclude purely objective statements which
would otherwise dominate the resulting distribution. The extracted sentiments are on a scale
from —1 for negative to +1 for positive sentiment.

For the analysis at the individual level, we manually annotated all tweets mentioning the
keywords ‘environment’/’umwelt’, ‘climate’/klima’, or the accompanying hashtags from
those respondents, who provided us with their Twitter handle and compared their overall
opinion with their survey answers. This resulted in 60 tweets by 9 individuals, as only this
small number of respondents who provided their account information used the selected
keywords or hashtags in their tweets or retweets. Since they also shared only a few tweets,
we expanded our time period from the 12 days of the survey to the entire year 2020. Our
research required specific ethical considerations (Sloan et al. 2020). We informed the survey
respondents about the content of our research, the voluntary nature of their participation, as
well as the confidential treatment of their data. Hence, the archived dataset (Hadler et al.
2021) does not include any information that would allow the identification of individuals,
including Facebook and Twitter account names or tweets.

3. Results

3.1. Social Media use and the willingness to provide account information

As shown in Table 2, our results indicate that almost 70% of the survey respondents use
Facebook, whereas only 16% use Twitter. Among these, a similar proportion describes
themselves as active users in each case (40% vs. 35%), as well as a similar number of users
of both platforms have shared their account information (35% vs. 30%) which is in line with
the numbers reported in previous studies (Al Baghal et al. 2020). However, Facebook's terms
and conditions do not allow access to their data, which is why we could only analyze the
Twitter data of our respondents. At last, we were able to access 79 Twitter accounts as 40
people (accidentally) provided a false account name or protected account.
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Table 2. Overview on Social Media use and the willingness to provide account information

Facebook Twitter
Account holders? 1774 (69.3%) 404 (15.8%)
Active users* (% of account holders) 700 (39.5%) 141 (34.9%)
Account provided® (% of account holders) 617 (34.8%) 119 (29.5%)
Successfully accessed® (% of account holders) N.A* 79 (19.6%)
Total sample 2560 2560

*Account access is restricted by Facebook’s terms and conditions.

We conducted two multinomial logistic regression models to estimate the influence of
opinions on environmental measures and sociodemographics on the willingness to provide
one’s account information. The reference groups in Table 3 are respondents who provided
their account information. Hence, the regression models show the results for survey
respondents who do not have a Facebook or Twitter account, and for those who do have an
account but did not share them.

Table 3. Regression analysis on Social Media use and the willingness to provide account

information
Facebook account Twitter account
(ref.: account shared) (ref.: account shared)
b-values b-values
no account but no account but
account not provided account not provided

Intercept -.629 .666%* .864 1.210
Acceptance of env. measures (index) -.115%* -.154%* -.103 -.029
Gender (Female) -.138 162 170 x* -.052
Age .03 #%* .004 .025%* -.002
Compulsory School -.177 -.201 275 -.178
Vocational training -.225 -.152 319 -401
High school degree 334 157 -.017 -.159
Cox-Snell .040 .044
Nagelkerke .046 .067
X df) 103.621%** 112.674%**
n 2516 2516

Note: Acceptance of env. measures low value = low acceptance; Gender 1 = male, 2 = female; Age numeric;
Education reference category = University degree. * = p < 0.05, ** = p <0.01, *** p <0.001.

3 Do you have a private Facebook/Twitter account?’ (yes/no)
4 ‘How would you describe the way you use Facebook/Twitter?” (actively, i.e., posting/passively, i.e. reading etc.)

> “We would like to find out who is using Facebook/Twitter and for which purposes. If you provide access, we will
keep all your information confidential. Do you agree to provide us with your personal Facebook/Twitter username
as well as access to your data in order to link it to this survey data?’ (yes/no)

6 “What is your username?’
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As for Facebook, the results indicate that respondents without an account tend to be older
and have a high school degree rather than a university degree. In terms of environmental
willingness, they are more likely against the surveyed environmental measures. Similarly,
respondents who do have a Facebook account but did not share it in the survey are more
likely opposed to environmental measures. In comparison, opinions on environmental
measures have no significant influence on the willingness to share one’s Twitter account.
Only some sociodemographic variables show significant effects in the sample, i.e., that
women and older individuals are less likely to have a Twitter account. To evaluate the
soundness of our results, we additionally performed binary logistic regression models
(account shared vs. account not shared; account shared vs. account not shared and no
account), whose results are very similar to those of the multinomial models.

3.2. Comparing public opinion and sentiments expressed on Twitter

We need to limit our second research question — do the opinions regarding environmental
measures shared in the survey match those expressed on social media — to the Twitter data,
as we do not have access to the Facebook data. The results regarding the overall Twitter data
show a positive sentiment in tweets using the keywords or hashtags ‘environment’ (median
=(0.7, mean = 0.21) or ‘climate’ (median = 0.7, mean = 0.27). Both keywords show a similar
distribution, whereby the sentiment regarding the term ‘environment’ is slightly more
dispersed. For the matching at the aggregate level, we first compare the survey responses to
the sentiment analysis considering all tweets related to environmental measures ‘pay higher
prices’ and ‘pay higher taxes’. Second, we turn towards the individual comparison of those
survey respondents that provided their Twitter handles.

Figure 1 shows the opinions on the two environmental measures expressed on Twitter (top)
as well by all survey respondents (middle) and survey respondents who have a Twitter
account (bottom). The Twitter boxplots (top) show that price (median = 0.7; mean = 0.32)
receives way more positive sentiments than tax (median = -0.7; mean = -0.37). Regarding
price, the opinions are more diverse as the wider quartile range indicates, yet show the most
positive sentiment within all data sources.
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Figure 1. Opinions towards environmental measures expressed on Twitter and in the survey. Top: Twitter
sentiments. Middle: All survey respondents. Bottom: Survey respondents with a Twitter account.

Note: Polarization in the Twitter data in terms of sentiment regarding the two environmental measures during the
survey period. The sentiments are measured per tweet on a range from —1 for the maximum negative sentiment to
+1 for the maximum positive sentiment. Tweets with neutral sentiment are excluded. n (price)=275, n (tax) = 470.
Polarization in the survey data based on the question: ‘How willing would you be to a) pay higher prices, b) pay
higher taxes in order to protect the environment?’; 1=no acceptance and 5=high acceptance. ny (price)=2512, nq

(tax)=2511; naccount (price)=398, naccount (tax)=397.

As for the survey respondents (middle and bottom boxplots), opinions regarding paying
higher prices to protect the environment are distributed similarly (median.; = 3, mean,; =
2.90; medianaccount = 3, meanaccount = 2.98), regardless of whether they have a Twitter account
or not. Opinions regarding paying higher taxes, however, tend to be more positive in
respondents holding a Twitter account (medianaccount = 3, Meanaccount = 2.55), compared to all
survey respondents (mediana = 2, mean,; = 2.40), as the median is one value higher, and the
dispersion grows towards agreement. Overall, the measure ‘pay higher prices’ receives more
support in all datasets than ‘pay higher taxes to protect the environment’, and the comparison
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of survey opinions and Twitter sentiments at the aggregate level shows a relatively good
overlap concerning the tendency of opinions. However, on Twitter people can express their
opinions using multiple tweets whereas in the survey there is only one answer per respondent
and item. Therefore, we also take a look at the individual level and compare the survey
responses of those who provided their Twitter accounts with their actual tweets regarding
environmental measures.

Considering the match at the individual level, we were able to assess 60 tweets and retweets
by 9 survey respondents using the keywords or hashtags ‘environment’ or ‘climate’. The
agreement with environmental measures was assigned manually, using the same scale (1 =
no acceptance, 5 = high acceptance) as in the survey, and compared in terms of congruence
to the opinions towards environmental measures shared by these respondents in the survey.
Overall, the results show a relatively high congruence within the two data sources by these 9
people, although no assessment could be made for two respondents’ opinions on Twitter due
to differing or unclear content (such as using #climate in working atmosphere content).

4. Conclusion

To summarize our findings regarding our first research question, we find divergent results
regarding the willingness to share one’s social media account depending on the selected
social media platform. As for Facebook, opinions regarding environmental measures have a
significant effect on the willingness to share one’s account information. Respondents who
oppose those measures are more likely to refuse sharing their social media accounts.
However, this effect cannot be proven for Twitter. These results are in line with our findings
regarding COVID-19 measures (Hadler et al. 2022). Hence, we assume that Facebook is
potentially a more polarized platform, whose users are more cautious about sharing their data
and that the social desirability bias is stronger on Facebook than on Twitter, regardless of the
investigated topic. This may be attributable to the fact that different social media platforms
follow diverse agendas and have different aims, and users may differ accordingly. For
Twitter, we assume, based on our findings, that users tend to be more scientifically minded
and therefore agree with current policies as well as with making their data available for
research purposes.

Regarding our second research question, we find a relatively high congruence between the
opinions shared in the survey and those posted on Twitter, both at the aggregate and the
individual level. Our findings differ in this respect from previous studies, such as Pasek et al.
(2020), or Amaya et al. (2020), who both showed that social media content concerning
political issues on Twitter or Reddit differs from public opinion, i.e., in the European Social
Survey. This could be due to the fact that opinions in our data regarding environmental
measures are less subject to social desirability bias than other, mainly political, topics.
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However, our study faces some limitations. First, social media users are not representative of
the overall population in terms of sociodemographics, as they tend to be younger. Second,
comparisons between social media data and survey data at the aggregate level always face
the bias of an unequal number of responses per individual, as social media users can express
their opinions in multiple tweets or postings whereas there is only one answer per item per
survey respondent. Finally, our congruence analysis at the individual level is based on a very
small number of subjects, as individuals who provide their social media account must also
tweet about the particular topic in order to be included in the analysis. Hence, the findings
might not be suitable for generalization but can provide a first insight into the field and serve
as a basis for further investigations.
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