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PROLOGUE

Welcome to the Conference Book of the 2" International Conference on Water
Distribution System Analysis (WDSA) and Computer and Control for the Water Industry
(CCWI). After several years of pandemic, we were able to meet again to exchange
research, developments and experiences related to the water industry and water
distribution systems. The Universidad Politécnica de Valéencia (UPV) was in charge of
welcoming the researchers from all over the world and hosted them during the week of
the conference.

The most recent events have made it clear that infrastructures related to the water
industry, especially supply, drainage and sanitation, are essential to ensure not only the
survival of cities but also their sustainability and progress. In such difficult times, water
supply has become a strategic element; water drainage has become possibly one of the
greatest challenges related to climate change; and sewerage systems have become a
way to control the sustainability of the system and at the same time serve as a control
and warning of diseases and pandemics.

The importance of the water industry is palpable throughout the world. Beyond the
existence of the Sustainable Development Goals, specifically Goal 6 (Clean Water and
Sanitation), there is a growing interest in investing in water infrastructure. In the United
States, the Bipartisan Infrastructure Law will deliver more than $50 billion to the
Environmental Protection Agency to improve drinking water, wastewater, and
stormwater infrastructure. The European Union, through its Cohesion Funds, will
allocate 15 billion euros to water management. The Government of Spain has approved
a Strategic Project for the Recovery and Economic Transformation of the country
focused on the Digitalization of the Water Cycle. The project aims to modernize the
sector and move towards more efficient and sustainable management. This project has
an investment of more than 3,000 million euros and is estimated to create around 3500
jobs.

The main theme of this Conference is ‘Smart Water and Circular Economy: the next
challenges’. After decades of evolution from the first mathematical models to the
emergence of hydro-informatics, an evolution of network management using a digital
environment and the tools associated with artificial intelligence has been necessary.
The perception of water has also changed. It is no longer a service but a product.
Integral use within a circular economy will become critical in the coming decades.

In the face of a rapidly changing world, the challenges posed to water distribution
systems have evolved, demanding innovative and integrated approaches to tackle
emerging complexities. This conference served as a crucible of ideas and solutions, a
testament to our commitment to addressing these new challenges and finding
sustainable pathways for the water industry. The field of hydroinformatics has emerged
as a guiding light in this endeavor, harnessing the power of advanced technologies, data
analytics, and modeling techniques to optimize water distribution systems.

With great enthusiasm and an overwhelming response, we received 300 proposals from
experts, researchers, and practitioners across the globe. The sheer number of
submissions underscores the significance of the conference's themes and the growing



2nd International Joint Conference on

Water Distribution Systems Analysis (WDSA)

& Computing and Control in the Water Industry
(CCWI)

UPV, Valencia (Spain), July 18-22, 2022

interest in this critical area of study. The collective passion and dedication
demonstrated through these proposals promise to enrich our understanding of water
distribution systems and propel us forward.

After a thorough and meticulous evaluation process, 270 abstracts were selected,
reflecting the outstanding quality and relevance of the research conducted in the water
industry and distribution systems. We extend our heartfelt gratitude to the authors
whose exceptional work was approved for presentation at this esteemed conference.

In a testament to the depth and breadth of the research shared, 225 final papers were
presented during the conference. These works encapsulate groundbreaking research,
practical case studies, and novel approaches that promise to shape the future of water
industry. As you delve into these pages, you will encounter a wealth of knowledge,
ideas, and innovations that inspire new perspectives and avenues for progress.

While all the contributions to this conference are valuable and instrumental in
advancing the field, it is important to note that only 145 papers are featured in this
conference book. This selection was made to ensure a diverse representation of topics
and perspectives, fostering a comprehensive and impactful dialogue among our
esteemed participants. Among these carefully chosen papers are those that belong to
the esteemed Industry Track, which, while essential, did not require formal paper
submissions. Their invaluable insights and experiences further enrich the fabric of this
conference, bridging the gap between theory and real-world applications. In addition,
several outstanding papers are part of the Track of "The Battle of Intermittent Water
Supply," a special collection that in process of been published in a dedicated Special
Issue of the prestigious Journal of Water Resources Planning and Management. The
inclusion of these papers in our conference underscores the importance of
disseminating valuable knowledge and promoting rigorous research within the scientific
community and beyond.

In the spirit of recognition and collaboration, we are pleased to announce that 14
papers were selected for publication in a special issue of the Journal of
Hydroinformatics. These contributions exemplify excellence in research and exemplify
the conference's aim to promote scholarly work and its broader impact on the water
industry. The authors of these papers have demonstrated a commitment to advancing
the science of Hydroinformatics and are at the forefront of driving positive change in
the water sector.

This conference book stands as a testament to the collective pursuit of excellence,
embracing innovation, and fostering collaboration to create a sustainable water future.
We extend our heartfelt appreciation to all the authors, reviewers, and participants
whose unwavering dedication has made this event a resounding success. The depth and
breadth of knowledge shared here will undoubtedly contribute to the advancement of
water distribution system analysis and the use of computer and control systems in the
water industry.

Finally, we would like to thank all those who have made this event possible:
e To the WDSA and the CCWI for giving us the opportunity to organize this event.
e To the UPV that has offered all its infrastructure at our disposal.
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e To the Department of Hydraulic Engineering and Environment, for their constant
help.

e To the sponsors and collaborators for their invaluable support in the organization.

e To the members of the Steering Committee for their vigilance, suggestions and
indications that have guided us.

e To the members of the Scientific Committee for their rigorous and hard work in
reviewing the papers presented.

e To the members of the Local Organizing Committee, all their professors, students
and collaborators. We would not have been able to organize this event without
them.

Thank you all for making this conference a source of inspiration and enlightenment for
all.

Conference Co-Chairs
Pedro L. Iglesias-Rey
Fernando Martinez Alzamora
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Abstract

Reducing and preventing leakage is a priority for water distribution network managers in
many countries, including the UK. Understanding the mechanisms that cause leaks to form,
and developing the ability to model these processes, will enable proactive replacement of
water pipes before they start to leak. Smaller diameter Grey Cast Iron (GCI) water pipes are
understood to experience biaxial, repeating loads, so fatigue cracking may be a cause of
leakage for these pipes. To investigate this fatigue cracking mechanism a small-scale biaxial
fatigue experiment is under development at The University of Sheffield. A large number of
small diameter, un-corroded GCI pipes are needed to serve as specimens for this experiment.
Therefore, in this work off-the-shelf BS416-2 DN 50 mm soil pipes are explored as an
alternative to using exhumed pipes, which are often corroded and 276.2 mm diameter. The
graphite microstructure and tensile stress-strain behaviour of a BS416-2 pipe were
characterised and compared with literature data for exhumed spun-cast GCI water pipes, and
a good agreement was found. This work concluded that BS 416-2 soil pipes can be used to
represent spun-cast GCI water pipes in small-scale destructive experiments.

Keywords
Water distribution pipe, grey cast iron, leakage, material properties, graphite microstructure.

1 INTRODUCTION

Reducing and preventing leakage is a priority for water distribution network managers in many
countries, including the UK. Understanding the mechanisms that cause leaks to form, and
developing the ability to model these processes, will enable proactive replacement of water pipes
before they start to leak. Grey Cast Iron (GCI) pipes are amongst the oldest pipes still in service,
most having been installed pre-1960, and are still common in many UK networks [1]. One way
that GCI pipes can develop leaks is by forming through-wall cracks [2].

Smaller diameter GCI pipes experience biaxial stress states; internal water pressure causes a pipe
to experience stress acting around its circumference [3] and bending loads, such as vehicles and
soil response to moisture change, cause stress acting in the pipe’s axial direction [4], [5]. These
loads are time variable with the potential to cycle tens or even hundreds of times per day [6], [7].

Developing a fundamental understanding of how GCI pipes develop through-wall cracks in
response to these loads must be done experimentally so that the loading can be controlled, tests
can be repeated, and the failure mode can be observed. For example, the formation of fatigue
cracks in GCI pipes has been proposed as a potential leak initiation mechanism [8], [9], but
physical tests are needed to confirm this and validate a suitable fatigue failure criterion. These
tests must include cyclic, biaxial stress conditions to investigate the effect of this loading type on
the time it takes for a leaking crack to form. However, no process or equipment has previously
been developed that can apply cyclic, biaxial stresses to a GCI water pipe.
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Investigating an alternative to exhumed grey cast iron water pipes for small-scale fatigue tests

A small-scale experiment that is capable of fatigue testing GCI pipes using biaxial stress histories
is under development at the University of Sheffield to investigate the fatigue cracking leakage
mechanism. For the specimens in this experiment, small diameter, un-corroded GCI pipes are
needed. Smaller diameter pipes require lower bending loads to generate a given stress magnitude,
enabling higher loading frequencies and shorter test durations. Using un-corroded pipes means
artificial corrosion pit geometries can be added in a controlled way. Exhumed pipes are typically
276.2 mm nominal diameter and in variable states of deterioration, sometimes featuring deep
corrosion pits or through-wall cracks [10], [11]. Newly manufactured GCI water pipes without
corrosion would be more suitable but unfortunately new GCI water pipes are no longer widely
manufactured because ductile iron, steel, and plastic pipes are used in new installations [1]. A
potential alternative to new GCI water pipes is off-the-shelf soil pipes made in accordance with BS
416-2, which are easy to obtain, manufactured from GCI, and available with nominal diameters
from 50 mm to 150 mm [12].

The work presented in this paper investigates whether BS 416-2 soil pipes can be used to
represent GCI water pipes in small-scale destructive experiments where small diameter, un-
corroded pipes are needed. Two aspects were considered in this investigation: the pipe’s graphite
microstructure, and the pipe’s tensile stress-strain response. The graphite microstructure of GCI
is widely understood to have a strong influence on the macro properties of the material [13]-[15].
GCI pipes are more vulnerable to tensile failure, due to their compressive strength being 1.3 to 4
times larger than their tensile strength [16], [17], so matching the tensile stress-strain and failure
behaviour is essential. For the BS 416-2 pipe’s microstructure and stress-strain behaviour to be
suitable they must be similar to literature data for exhumed GCI water pipes.

The structure of this paper is as follows: firstly, available information from the literature
regarding the observed microstructure and tensile stress-strain behaviour is presented; then, the
methods used to assess the BS 416-2 pipe are explained; and finally, the results obtained are
compared with the literature data to assess the similarity of BS416-2 pipes to exhumed GCI water

pipes.
2 GCIWATER PIPE PROPERTIES FROM LITERATURE

2.1 Background

A defining feature of GCI is the microscopic graphite flakes contained within the iron’s
microstructure. These graphite flakes act as cracks within the material, causing GCI to
demonstrate brittle tensile behaviour [14], [17]. Graphite flakes also enable graphitic corrosion,
which can result in deep corrosion pits forming [18]. The size and distribution of the graphite
flakes is known to strongly affect the material’'s mechanical properties, with larger flakes
generally resulting in a lower bulk tensile strength [16]. The size and distribution of the graphite
flakes is determined by the chemical composition of the GCI and the rate at which the iron cooled,
with slower cooling generally allowing larger flakes to form [14]. The cooling rate can be
influenced by the pipe’s wall thickness, the ambient temperature, and the manufacturing process
used.

GCI pipes broadly fall into two categories which are determined by the manufacturing technique
used. In the UK, pit-cast iron pipes were manufactured from the mid-1800s until the 1920s using
vertical sand moulds, which generally resulted in slow cooling times and larger graphite flakes.
Spun-cast pipes were manufactured from the 1920s to 1960s and were cast in horizontal,
spinning, water-cooled metal moulds, resulting in fast cooling times and smaller graphite flakes
[1], [19]-[21]. The BS 416-2 pipe in this investigation has been produced using a spin-casting
technique.
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2.2 Graphite Flake Microstructure

Most previous studies report the graphite flake morphology and sizes of the GCI pipes examined
according to ASTM A247-19 [22], or a preceding version of the standard. A247-19 describes the
graphite microstructure according to its size, form, and distribution.

Literature data for pit-cast iron pipes give flake sizes of between Class 5 and Class 1, or 40 um to
2640 um, with the large flakes tending to occur in the central region of the pipe wall [11], [14],
[16]. Similar data for spun-cast pipes gives sizes between Class 8 and Class 4, or <10 pm to 160
um, with the larger flakes often occurring towards the inside wall of the pipe [11], [14], [16].

These size ranges therefore broadly match the theory that pit-cast pipes should have larger flakes
than spun-cast pipes. The trends across the pipe walls also suggest that the centre of the wall cools
most slowly in pit-cast pipes, whereas the inside wall cools most slowly in spun-cast pipes. The
images in Figure 1 illustrate the typical difference observed in graphite flake size and distribution
between pit and spun-cast pipes.

(@)

AR TR

Figure 1: Examples of (a) pit-cast and (b) spun-cast graphite microstructures from Makar and Rajani [14].

For both pit and spun-cast pipes the graphite form reported is exclusively Type VII flake graphite,
apart from one spun cast pipe inspected by Makar and Rajani [14], which featured some Type III
compacted graphite at its outer edge. The authors attributed this irregularity to potential
extended heat treatment.

In terms of graphite distribution, pit cast-pipes are reported to display Distributions A, B, and C
(see Table 1) [11], [14], [16]. Spun-cast pipes are generally dominated by Distribution D, although
Distributions A and C are often present near the inside wall of the pipe [14], [16].

Table 1: Description of ASTM graphite distributions, according to Makar and Rajani [14].

Fl_ake_ . Description
Distribution
A Uniformly distributed, apparently randomly oriented flakes (see Figure 1a)
B Rosette pattern of graphite flakes
C Randomly oriented flakes of widely varying sized
D Very fine pattern of flakes surrounding areas without graphite (see Figure 1b)
E Graphite flakes have preferred orientation and appear in quasi-regular pattern
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interest in this critical area of study. The collective passion and dedication
demonstrated through these proposals promise to enrich our understanding of water
distribution systems and propel us forward.

After a thorough and meticulous evaluation process, 270 abstracts were selected,
reflecting the outstanding quality and relevance of the research conducted in the water
industry and distribution systems. We extend our heartfelt gratitude to the authors
whose exceptional work was approved for presentation at this esteemed conference.

In a testament to the depth and breadth of the research shared, 225 final papers were
presented during the conference. These works encapsulate groundbreaking research,
practical case studies, and novel approaches that promise to shape the future of water
industry. As you delve into these pages, you will encounter a wealth of knowledge,
ideas, and innovations that inspire new perspectives and avenues for progress.

While all the contributions to this conference are valuable and instrumental in
advancing the field, it is important to note that only 145 papers are featured in this
conference book. This selection was made to ensure a diverse representation of topics
and perspectives, fostering a comprehensive and impactful dialogue among our
esteemed participants. Among these carefully chosen papers are those that belong to
the esteemed Industry Track, which, while essential, did not require formal paper
submissions. Their invaluable insights and experiences further enrich the fabric of this
conference, bridging the gap between theory and real-world applications. In addition,
several outstanding papers are part of the Track of "The Battle of Intermittent Water
Supply," a special collection that in process of been published in a dedicated Special
Issue of the prestigious Journal of Water Resources Planning and Management. The
inclusion of these papers in our conference underscores the importance of
disseminating valuable knowledge and promoting rigorous research within the scientific
community and beyond.

In the spirit of recognition and collaboration, we are pleased to announce that 14
papers were selected for publication in a special issue of the Journal of
Hydroinformatics. These contributions exemplify excellence in research and exemplify
the conference's aim to promote scholarly work and its broader impact on the water
industry. The authors of these papers have demonstrated a commitment to advancing
the science of Hydroinformatics and are at the forefront of driving positive change in
the water sector.

This conference book stands as a testament to the collective pursuit of excellence,
embracing innovation, and fostering collaboration to create a sustainable water future.
We extend our heartfelt appreciation to all the authors, reviewers, and participants
whose unwavering dedication has made this event a resounding success. The depth and
breadth of knowledge shared here will undoubtedly contribute to the advancement of
water distribution system analysis and the use of computer and control systems in the
water industry.

Finally, we would like to thank all those who have made this event possible:
e To the WDSA and the CCWI for giving us the opportunity to organize this event.
e To the UPV that has offered all its infrastructure at our disposal.
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3 METHODOLOGY

3.1 Materials

A 3000 mm long, 50 mm nominal diameter BS 416-2 soil pipe (product code MS2001 [24])
manufactured by Hargreaves Foundry (Halifax, UK) was obtained so that the properties of the
pipe could be characterised and compared with the literature data for exhumed GCI water pipes.
DN50 was selected because these pipes are intended for use in scaled-down tests where a small
diameter is beneficial.

The measured outside diameter of the pipe averaged 58.11 mm, and the wall thickness averaged
3.54 mm. The manufacturer confirmed via private communication that the pipe supplied was
manufactured using a centrifugal casting process (spin-casting) in a water-cooled metal mould.
The pipe was supplied with internal and external coatings of epoxy resin, visible in Figure 3, which
were removed by grit-blasting.

3.2 Microscope Inspection

The microscope inspection aimed to characterise the graphite microstructure of the material
across the full thickness of the pipe wall. Three small material samples were cut from the BS416-
2 pipe and mounted in Bakelite so that the circumferential cross-section was visible, as shown by
Figure 3. The mounted samples were then ground using P280, P800, and P1200 grit paper.
Following this the samples were polished using 9 pm then 3 pm diamond paste, and lastly 0.05
um aluminium oxide.

Visible face for
microscope
samples

Figure 3: Image of a BS416-2 soil pipe showing the face selected for microscope inspection.

ASTM standard A247-19 [22] was adhered to for evaluation of the graphite microstructure. As a
result, microscope images were taken at x100 magnification. To capture the expected variation in
flake size across the pipe wall, a series of images were taken, spanning in a straight line from the
outside wall to the inside wall. This was repeated for three separate samples, with a total image
count of 21 for the first sample and 33 each for the second two samples. The intervals between
the images for a given specimen were approximately equal.

Each image was processed using the MatLab Image Processing Toolkit to determine the length
and area of the graphite present. A247-19 [22] does not specify the process for measuring flake
length, so the largest straight line distance between any pair of points around the flake edge was
used. Objects smaller than 1 pm were excluded as it was not possible to confirm whether these
were graphite or other features due the resolution of the images. The results from the three
samples were combined to provide a more representative view of the pipe’s graphite
microstructure.

3.3 Tensile Testing

As recommended by ASTM E8/E8M [25] for characterising the UTS of large diameter tubular
products, a specimen was cut from the wall of the BS 416-2 pipe with the geometry shown by
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Figure 4. Five specimens were cut from the same length of pipe as the microscope samples using
wire-EDM cutting.

The specimens were tested to failure using a Shimadzu 300 kN electronic test machine. Grips with
curved inserts were made so the specimens could be held securely without crushing the curved
end sections. A 50 mm extensometer was fitted to the gauge section of the specimens during
testing to record extension. Upon failure, the thickness and width of the fracture surface was
measured manually using digital callipers. These measurements were used to calculate the cross-
sectional area at the point of failure, which was in turn used to calculate the applied stress.

Figure 4: Tensile specimen design used for characterising the UTS of the BS 416-2 DN50 pipe. 37 angle
projection, not to scale.

4 RESULTS AND DISCUSSION

4.1 Graphite Microstructure

The majority of graphite observed in the BS416-2 pipe fell into ASTM size Class 8 (<10 um), with
some larger Class 7, 6, and 5 flakes also present. As shown by Figure 5, the breakdown of graphite
size was found to be very similar for the two quarters of the wall closest to the outside surface,
with size Class 8 graphite making up around 85% of the total graphite area, and slightly more than
1% of the area being Class 6. The largest graphite was found to occur closer to the inside wall,
with about 3.5% of the graphite area in the wall quarter closest to the inside edge being Class 5.
The largest individual piece of graphite observed in this region was 76.6 um long. These results
are in agreement with the literature values for spun cast pipes reported above where size Class 8
to 4 were observed, with the larger graphite tending to occur towards the pipe inside wall.

The graphite observed in the BS416-2 pipe was mainly Type VII flake graphite (see Figure 6), with
a small amount of Type Il compacted graphite present near the inside wall of the pipe. Where
Type III graphite occurred it was mainly found near regions of iron devoid of graphite, such as the
example shown in Figure 6d. Note that in the top region of Figure 6d the faint white lines may
indicate the presence of pearlite. The dominance of Type VII flake graphite is expected for a spun-
cast GCI water pipe, based on the literature review findings, however the occurrence of Type III
compacted graphite near the pipe inside wall is more unusual and is perhaps linked to the
presence of the suspected pearlite grains.
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Figure 5: Proportion of graphite, by area, in each ASTM size class across the wall of the BS 416-2 DN50 pipe.

Nearly all observations made in the mid-region of the pipe wall showed Distribution D graphite
(see Figure 6b). Around 10% of observations near the outside wall and more than 60% of the
observations near the inside wall were Distribution A or C (Figure 6a and 6c¢). These observed
distributions match those expected for a spun-cast GCI, based on the literature review above. This
can be seen visually by comparing Figure 1b with Figure 6b, although the difference in scale must
be noted.

In summary, the graphite sizes, types, and distributions observed in the BS416-2 pipe match the
literature data for spun-cast water pipes well. The outer and middle regions of the pipe wall are
dominated by fine (Class 8 and Class 7), Distribution D, Type VII graphite flakes (Figure 6b) which
are typical of spun-cast pipes examined by previous authors [14], [17]. The region of cast iron
closest to the inside wall of the pipe varied from this norm, with ~500 um diameter patches of
Distribution A or C, Type VII flakes with sizes up to Class 5 (Figure 6c). These areas with large
flake sizes are likely due to the longer cooling time experienced by the iron closest to the inside
wall, giving more time for larger flakes to form, and are consistent with observations in the
literature [14], [17]. Also found close to the inside wall were possible areas of pearlite, surrounded
by Type Il compacted graphite (Figure 6d). Pearlite grains are associated with cast iron that has
cooled more slowly [14] and Type III graphite is reportedly common in annealed malleable iron
castings [22]. Therefore, the occurrence of the regions containing pearlite and Type III graphite is
also probably associated with the slower cooling rate of the pipe inside wall.
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Figure 6: Selection of x100 magnification images showing the graphite microstructure of the BS416-2 pipe.
~X% refers to the approximate position of the image, where ~0% would be the outside wall and ~100%
would be the inside wall.

4.2 Stress-Strain Behaviour

The stress-strain results of the five tensile specimens tested are shown in Figure 7. From these
stress-strain curves the initial elastic modulus, failure stress and failure strain were determined;
these values are provided in Table 2. The 0.2% offset yield stress could not be calculated for any
of the BS416-2 specimens as failure occurred before the offset slope was met.

The average initial elastic modulus of the five specimens was found to be 126 GPa, with a range of
+13% -9%. This spread is quite large considering that the five specimens were cut from the same
section of the same pipe, however, this is expected for GCI. Repeated tensile tests of the same type
of specimen cut from the same spun-cast pipes by Makar and McDonald [16] returned elastic
moduli ranging between 114 GPa and 184 GPa for one pipe (approximately +23%), and between
78 GPa and 167 GPa for the other (approximately +36%). The cause of this variation in elastic
modulus within the same pipe is likely due to local differences in microstructure, as observed
during the microscope investigation. The BS416-2 pipe elastic modulus measurements all fall well
within the range of values reported in the literature for spun-cast water pipes.

The average tensile strength of the five BS416-2 specimens was 292 MPa, with a range of +4.8% -
4.5%. This spread is also considerably less than the range of +20% -22% observed by Makar and
McDonald [16] for seven identical specimens cut from one ex-service spun cast pipe with an
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average tensile strength of 213 MPa (Figure 7, ‘SC2 9mm thick specimen failure points’). The
tensile strengths measured for the BS416-2 pipe are close to the highest tensile strengths reported
for spun-cast pipes in literature, falling within or just above the 95t percentile (see Figure 2).
Thinner GCI castings are known to demonstrate higher tensile strengths, even when the same
molten iron mixture is used [26]. The BS416-2 pipes have a wall thickness of around 3.54 mm
whereas the pipes tested in the literature generally had wall thicknesses between 8 mm and 12.7
mm. Therefore, the thinner walls of the BS416-2 pipe is likely the cause of the relatively high
tensile strength measured.
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Figure 7: Tensile stress-strain curves for the five BS416-2 pipe tensile specimens tested as part of this work.
The representative stress-strain curve and individual test failure points for spun-cast pipe “SC2” from [16] are
provided for comparison.

Table 2: BS416-2 tensile stress-strain parameters for each of the five specimens tested as part of this work.

Specimen Initial E (GPa) UTS (MPa) Failure Strain
(mm/mm)
A 115 279 0.0029
B 134 291 0.0034
C 121 297 0.0040
D 120 287 0.0029
E 142 306 0.0032
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The average failure strain of the BS416-2 pipe specimens was 0.0033, with a range of +21% -12%.
As with the other results, this spread is much smaller than that observed by Makar and McDonald
[16] for similar tests. The magnitude of the failure strain is lower than the failure strains reported
in the literature for spun-cast pipes, the smallest literature value being around 0.005 (see Figure
2). However, these literature values are usually from the strongest specimens tested from each
pipe which the references highlight as representative [15], [16]. Fortunately, Makar and
McDonald [16] provide the data from repeats for one of the spun-cast pipes they investigated,
“SC2”, and these values are plotted on Figure 7. These repeats show a huge variation in failure
strain with some specimens displaying ductile behaviour, while others are very brittle. Generally,
Makar and McDonald [16] found that specimens which included nearly the full wall thickness
(9mm thick) were more brittle, and failed at lower strains, whereas specimens that had the inside
wall material removed (5mm thick) were more ductile and demonstrated higher failure strains.
The BS416-2 tensile specimens tested in the present work included the full wall thickness, so their
brittle behaviour matches Makar and McDonald’s [16] observations for the 9mm thick specimens,
which also included most of the wall thickness. A possible cause of Makar and McDonald’s thinner
specimens demonstrating more ductile behaviour than the full wall specimens is that the material
removed during thinning contained the largest graphite flakes; in other words, thinning the
specimens probably removed the largest internal defects.

In summary, for applied stresses below 200 MPa the BS416-2 pipe’s tensile stress-strain matches
literature data for spun-cast pipes well. The failure behaviour is much more brittle than the
“representative” stress-strain curves for spun-cast pipes provided in the literature which show
more ductile behaviour [15]-[17]. However, closer examination of these literature results shows
that more brittle behaviour can occur when the whole pipe wall is sampled, as is the case for the
tests conducted for the present work. The magnitude of the pipe’s tensile strength is high
compared to the literature data, but this is likely to be a result of the BS416-2 pipe’s thinner walls.
[t is also clear that further work is required to fully characterise and understand the complex and
highly variable material that is spun-cast grey iron.

5 CONCLUSIONS

The graphite microstructure and tensile stress-strain behaviour of an off-the-shelf BS416-2 soil
pipe were characterised and compared with literature data for spun-cast GCI water pipes. The
motivation behind this work was that a large number of small-diameter, un-corroded GCI pipes
are needed for a planned fatigue experiment. Through the comparisons performed it was
concluded that BS 416-2 soil pipes can be used to represent spun-cast GCI water pipes in small-
scale destructive experiments. Future work will aim to characterise the compressive stress-strain
and fatigue behaviour of these BS416-2 pipes.
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Abstract

Water utilities are responsible for continuously providing safe water to consumers through
their drinking water distribution systems. Avoiding siloed approaches that may lengthen
critical response times in the case of a water quality hazard can be accomplished through a
whole-system approach. To achieve this objective, providers need to pursue the state-of-the-
art knowledge and techniques across all facets of water quality management as our
understanding of these complex infrastructures continually evolves.

This study provides a comprehensive and up-to-date bibliometric study of water quality in
drinking water distribution systems over the first twenty years of the 21st century. Analysis of
the relevant literature reveals how the research landscape has expanded in terms of number
of publications made, variety of topics, and geographic diversity. Each region has a unique
‘research identity’ in the different topics focused upon, yet the presented inter-dependency of
factors impacting water quality emphasises the opportunities for sharing of best practices.

Keywords
Water quality, distribution systems, decision support, water utilities, bibliometric study, drinking water
management

1 INTRODUCTION

Drinking Water Distribution Systems (DWDS) can interact with the water they transmit, affecting
the quality of water received by consumers. Some of the spatial-temporal variability measured in
typical water quality parameters can be predicted and explained by known factors, such as those
related to increased temperatures [1,2], planned operations and maintenance [3,4], and
distribution materials and configuration [5,6]. However, random unforeseen events can drive
potentially rapid deterioration of water quality, including microbiological and chemical concerns.
Utilities have an obligation to intervene and manage such risks, but siloed and reactive approaches
can lengthen response times. This could lead to events that may expose the population to
regulated and non-regulated contaminants in drinking water, and ultimately public dissatisfaction
and increased repercussive costs.

Managing the vast infrastructures of DWDS is a complex challenge, and providers continually
pursue the state-of-the-art knowledge and techniques to maintain and elevate water quality
beyond regulation compliance. Extensive research and the accrued experience of system
operators built over many decades tackle how different facets of water quality behave individually
and interact together within the system [7]. Diverse approaches have contributed new pieces of
knowledge and practice to the wide field of DWDS water quality; however, our understanding is
not complete and necessitates constant evolution. To effectively manage water quality events now
and into the future, drinking water managers require a whole-system approach to water quality
that can instigate the adoption of preventative and curative actions.
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Bibliometric studies are the quantitative analysis of literature within a subject to understand the
major concepts and temporal and geographical patterns within sub-disciplines. From these
studies, researchers and practioneers can identify the present status, topic hotspots and gaps, and
form a consensus across the relevant literature, which may change over time. Few papers have
previously performed bibliometric analysis within the field of water quality in DWDS; yet they
have focused exclusively on a particular topic, such as disinfection by-products [8] and
disinfectant residual stability [9], or location, such as drinking water research in Africa [10]. A
bibliometric study conducted from 1992 to 2011 by Fu, Wang and Ho [11] outlined a more holistic
overview across multiple topics relevant to water quality in DWDS. Yet, the rapidly changing pace
and diversity of drinking water research means that this study needs to be updated as it is now
out of date and potentially limited when extrapolating to future challenges.

This study aims to gain an integrated understanding of the events and factors that impact water
quality in DWDS. A comprehensive and up to date bibliometric study at the macro-level is
presented, detailing the global research landscape and how it has evolved over the first twenty
years of the 21st century. We will highlight the main trends in water quality research and explore
the most consistently prioritised areas of research.

2 APPROACH

2.1 Sourcing Literature

Potential literature was sourced from the well-known and established SCOPUS database; chosen
as SCOPUS has a wider journal base than its other citation databases [12]. Records published in
English between 2000 and 2020 were searched using the keywords “water quality distribution
system”. The vast range of topics relating to this field and the variety of terminology deployed
(e.g., “water distribution network”, “drinking water distribution system”, “piped water network”),
meant that a narrower scope could not be used. Duplicates, retracted articles, and anonymous
records were dismissed through a preliminary screening. Therefore, a total of 13,019 records

were exported.

Three eligibility criteria were applied to filter records relevant to the aim of the study. Firstly, it
was required that the literature primarily focus on knowledge and/or management of water
quality in DWDS between the treatment works and the customer boundary. Secondly, only
continuously pressurised systems with surface or groundwater sources were considered. Studies
relating to intermittent water supply, reclaimed water, or ultrapure water were not included in
this review. Thirdly, epidemiological studies were deemed to be outside the scope of this study.

Potential records were carefully manually evaluated against the eligibility criteria using the title,
keywords and abstract. Where there was ambiguity, the full publication was retrieved to enable
further examination. Any records that did not meet the requirements were removed, leaving 1868
eligible literature sources. Of these, 91% were available to be downloaded as full publications.
Identifying information for the 1868 individual sources were compiled into an Excel spreadsheet
for bibliometric analysis, such as title, author names, year of publication, document type (e.g.,
journal paper, conference paper, report, book chapter), source, and digital object identifier (DOI).

2.2 (Classifying Literature

To determine the research landscape, each publication was classified into a theme that described
the study’s main area and ‘tagged’ with up to three different topics within that overarching theme.
As an example, a paper titled “Do Transients Contribute to Turbidity Failures of Water
Distribution Systems” [13] was classified within the Hydraulic Behaviour theme and tagged with
the Dynamic Hydraulics, Particle Mobilisation, and Discolouration topics based on the content of
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the paper. Nine themes and 47 topics were conceptualised. These themes and example topics are:
1) infrastructure - corrosion, pipe material, leaching; 2) chemicals & treatment decay - chlorine,
disinfection by-products, metals; 3) contamination - intrusion, backflow; 4) hydraulic behaviour
- stagnation, dynamic hydraulics, pressure; 5) microbiology - biofilm, coliforms, fungi; 6) water
aesthetic - discolouration, particles, taste and odour; 7) utility management - flushing, utility
management, regulation compliance; 8) technology - sensors, monitoring, simulations; and 9)
external factors - temperature, treatment implications, social aspects.

3 RESULTS

3.1 Temporal Changes in Publications

A database of 1868 publications relating to water quality in DWDS were found to be published
between 2000 and 2020. Two-thirds of the literature were journal papers (1231), 31% were
conference papers (579), and the remaining sources (58) consisted of books, magazine articles,
and technical reports. Figure 1 shows how the publication rate varied considerably from average
of 89 publications per year. The lowest number of publications (40) occurred in 2002, where the
highest number of publications (129) occurred in 2018. Overall, there was a significant positive
increase in relevant publications over the two decades (Pearson coefficient 0.75).

In the majority of the years investigated, more journal papers relevant to this study were found
than conference papers. The only exception was in 2006 when 66 conference papers were
determined to be eligible, compared to 41 journal papers. This finding aligns with a burst of
conference papers published between 2005 and 2010, most likely due to an alignment of several
major conference series: World Environmental and Water Congress, Water Distribution Systems
Analysis Conference, Computing and Control in the Water Industry Conference, Water Quality and
Technology Conference and AWWA Annual Conference and Exposition.
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Figure 1. Eligible literature published per year between 2000 and 2020.

2022, Universitat Politécnica de Valéncia

2nd WDSA/CCWI Joint Conference 15



Water Quality in Drinking Water Distribution Systems: A Whole-Systems Approach to Decision Making

3.2 Geographical Changes in Publications

Of the 1868 publications investigated in this study, three quarters (1391) referenced a study
location at the community, region or national scale. It is important to note this is not where the
authors’ associated institution is based, but rather where the research was performed or situated.
A total of 58 countries were represented across North American, South America, Europe, Africa,
Middle East, Asia, and Oceania. Figure 2 presents the number of studies published per year for
each of these regions.

Half of the total literature (970) was based in North America and Europe, predominantly the
United States of America, Canada, the UK, the Netherlands, and France. The research dominance
of these countries in terms of productivity is well recognised across most scientific fields [14].
Studies centring in North America peaked in 2005-2006. It appears that this research peak
corresponds to a surge of literature focusing on contamination and monitoring technologies that
is most likely in reaction to the “9/11” terrorist attack in New York City. This catastrophic event
brought to the research forefront DWDS’ vulnerability against deliberate threats. Over the two
decades, literature based in Europe was published at an increasing rate (Pearson coefficient 0.84)
with a growing number of studies in the later years based in Central and Eastern European
countries, such as Romania and Poland.

All seven regions were mentioned in the literature for the first time in 2009 and for seven of the
following years, which suggests a turning point in the diversity of water quality research in DWDS.
Studies based in Africa, the Middle East, and South America have grown in number, but these
regions still remain a small share of the total field (109, 5.8%). In contrast, literature representing
Asian DWDS has rapidly increased (Pearson coefficient 0.91). Accelerated rates of publishing from
China, India, and South Korea in particular mean that, in the last five years investigated (2016-
2020), there are more studies investigating water quality in DWDS in Asia than in North America.
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Figure 2. Study locations represented by the literature categorised into regions.
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3.3 Research Themes

The most popular themes and the corresponding number of literature sources were technology
(528), chemicals and treatment decay (362), and microbiology (337). Given the exponential
advances made since 2000, it was unsurprising that technology was the most common theme.
Significantly greater data storage and processing power mean complex simulations have become
normalised, aided by cheaper and more accessible devices to measure water quality. The
chemicals and treatment decay theme (referring to research involving chemical reactions or decay
of chemicals added during water treatment) has experienced the greatest expansion in terms of
publications per year (Pearson coefficient 0.76). Less prevalent themes of infrastructure,
contamination, hydraulic behaviour, water aesthetic, utility management, and external factors
remained stable over the two decades investigated. Overall, these less prevalent themes averaged
five publications per year, where technology, chemicals and treatment decay, and microbiology
averaged 25, 17, and 16 publications per year, respectively.

Each geographical region has a unique profile of themes studied relative to the total number of
publications associated in those countries, which is represented in Figure 3. These ‘research
identities’ exist as a product of multiple factors, such as national/regional priorities, personal
interests of researchers, funding opportunities, and environmental contexts.

252
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I Infrastructure [ Hydraulic Behaviour [ Utility Management

I Chemicals & Treatment Decay [N Microbiology [ ITechnology
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Figure 3. Geographical representation of the different themes. The total number of publications over the
study period is presented for each region.

3.4 Research Topics

Each literature source was ‘tagged’ with up to three different topics that aimed to capture the
work’s focus. Three-quarters of publications (1412) were assigned three topics, 425 publications
were assigned two topics, and 31 publications were assigned the minimum of a single topic. The
‘top five’ topics and their respective frequencies of use were simulations (647), chlorine (369),
biofilm (368), intrusion (327), and monitoring (310). In contrast, the ‘bottom five’ topics were
backflow (4), pipe maintenance (4), pumps (12), parasites (12), and fungi (13).
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To determine if topics occurred in frequent combination, the topics were coded into pairs, e.g.,
transient-intrusion, chlorine-water age, metals-discolouration. When the order of the topics
assigned to the publication was ignored, a total of 617 unique pairs were found, out of a possible
1081 pairs using 47 different topics. The most popular topic pairs and their respective frequencies
were simulations-chlorine (177), simulations-intrusion (169), monitoring-intrusion (144),
simulations-monitoring (131), and simulations-velocity (86).

Figure 4 visually depicts the pairings found in this study where line thickness indicates how
frequently the respective pair was found in the literature. Only pairs that occurred at least five
times are included, and the colours are simply for visual clarity. This figure visually accentuates
the breath and interconnectivity of topics relating to water quality in DWDS.
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Figure 4. lllustration of the topic pairs observed in the literature. The five most prevalent topics are
highlighted in bold font.

4 CONCLUDING REMARKS

This study presents an up-to-date overview of research published between 2000 and 2020 that
examines water quality in drinking water distribution systems. The findings show how this field
has expanded over the two decades in terms of number of publications made, variety of topics,
and geographic diversity that represents the increased research capacity of countries in the Global
South. Relevant research is now being performed around the globe that reflects the universal need
for safe drinking water. Topic analysis has indicated that intrusion, chlorine, biofilm and
monitoring are currently prevalent disciplines of research, enabled by increasingly advanced
simulations and technologies. This study has exhibited the inter-dependency of factors impacting
water quality, yet also highlighted how different focuses are unique to each region. It is important
to acknowledge these changing priorities and perspectives, and the opportunities they provide
for cross-border thinking and sharing of best practice.
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This work forms the first stage of a larger project to develop an integrated decision support
system that consolidates scientific knowledge on the spatial and temporal variability of water
quality with recommendations from government entities and best practices for municipal
management. The literature database developed will serve as an expert knowledge base for the
decision support system, which will be incorporated into WaterShed Monitoring’s data storage
and management software Enki®.
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Abstract

Over one billion people worldwide with access to piped water experience Intermittent Water
Supply (IWS), where consumers receive water for only a fraction of the day or week. A widely
observed problem associated with IWS is the inequitable distribution of water across the
network. This results in different consumers in the network receiving different volumes of
water. Modelling the inequity within IWS systems remains an open research field. To date,
simulations have often adapted hydraulic modelling software to understand the distribution
of water with little attention to the consumer interaction with the network. This paper
proposes a conceptual model based on a more holistic understanding of water distribution in
IWS systems. Understanding the spatial and temporal variation in received volumes, as well
as the variation in consumer access within the network, enables a more representative
simulation of the inequitable quantity of water received by consumers.

Keywords
Intermittent water supply, Inequity, Modelling distribution systems.

1 BACKGROUND

Intermittent operation of piped water supply networks is prevalent throughout the world;
estimates suggest IWS is operated in 41% of networks in lower and middle-income countries [1].
This is despite the fact there are few, if any, systems that have been intentionally designed to
operate intermittently [2]. IWS can affect water quality; frequent de-pressurisation of the network
during ‘dry-tap’ periods creates contamination pathways, causing a substantially higher risk of
intrusion of environmental contaminants than in continuous water supply systems [3]. The
induced wet-dry cycles and high flow rates influence biofilm detachment, whilst water stagnation
and household storage of water increases retention time and bacteriological growth [2].
Moreover, dynamic hydraulic forces in IWS may accelerate infrastructure deterioration, leading
to increased leakage rates [4]. Different studies have found that the impact of such mechanisms
vary significantly between systems in different locations [5], [6]. Despite this, it is estimated IWS
causes significant impacts to public health resulting in an estimated 4.5 million diarrhoeal disease
cases and 1560 deaths per year [7].

1.1 Inequitable Distribution of Water

Attempts to quantify volumes of water received by different users in an IWS network have often
shown widespread inequity. A study in Hubli-Dharwad, India, used household surveys to calculate
the consumed volumes of water of different consumer groups. The authors found the water usage
ranged from 21.0 to 97.1 Litres per capita per day (LPCD) [8]. In Kathmandu, Nepal, a household
survey (n=369) measured the inequality in distributed water [9]. It found dependence on
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A Model of Intermittent Water Supply Simulating the Inequitable Distribution of Water

tankered water to supplement water demand varied from 8 - 51% between different household
groups, indicating large differences in the adequacy of the piped supply. The variation in
Kathmandu produced a Hoover Index for the city of 0.51 indicating that 51% of the supply hours
need to be redistributed in order to achieve equality of supply hours.

This paper proposes grouping the factors influencing the inequitable quantity of water received
by consumers into three broad categories:

(a) Supply characteristics
(b) Network hydraulics
(c) Consumer access (to the network connection and storage volume)

1.2 Supply Characteristics

Observations from systems across the globe have recorded the wide range of intermittency
regimes. These have been categorised into unreliable, irregular and predictable supply [10].
Unreliable supply means water is supplied at random times with gaps between supply periods
ranging from days to weeks. This induces the greatest hardship for consumers and can lead to
drastic action such as local protests [6]. Irregular supply means a reliable total volume supplied
but with unknown delivery timings, while predictable supply means a consistent supply schedule
with a guaranteed volume received each week. With enough storage, predictable supply can
enable households to mitigate the majority of the effects of intermittency [10]. In Kathmandu,
consumers placed equal expectations on improvement in regularity of supply as they did for the
total volume supplied, highlighting the value placed on predictability of supply [9]. In summary,
the mode of operation of an IWS network has a profound impact on the adequacy of the supplied
water.

1.3 Network Hydraulics

Erickson et al. [6] found large variation in received supply between differently operated IWS
networks and within networks in Panama: “walking 50 yards up a hill in Zone 1 could take you
from a house where supply rarely went out to a house where supply went out most afternoons”
[6]. Spatial variation in hydraulic conditions resulted in service quality being unequal between
neighbours as well as between neighbourhoods.

An unequal distribution of pressure across IWS networks has also been widely observed, for
example, Ghorpade et al [11] observe inequitable pressure in IWS systems in India. This is
supported by Andey & Kelkar [12] who found significant variation in the measured pressure
across four IWS networks also in India. Sdnchez-Navarro et al [13] recorded the pressure at 347
points within an IWS network in Chihuahua, Mexico, over 3 years. The results showed significant
variation in the local pressure at different points in the network. Chandapillai et al. [14] conclude
that the pressure dependency in IWS networks make them innately inequitable.

1.4 Consumer Access

Having sufficient storage availability can mitigate the impact of intermittency and ensure an
adequate volume of water for the household. In Jaipur, 77% of respondents found a three-hour
supply period to be adequate, where 76% of respondents in Panaji said that their five-hour supply
period was inadequate [12]. The authors suggest this discrepancy is a result of greater household
storage volume in Jaipur compared to Panaji.

In Hubli-Dharwad, a survey of the population was used to define their access to the piped network
[8]. The study found a range of consumer access that they classified by (i) connection access (i.e.
whether the connection was shared with neighbours) and (ii) storage volume (i.e. whether they
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had an overhead storage container or not). The volumes received varied accordingly, with a
difference of 76.1 LPCD between the lowest and highest access groups. In Greater Amman, Jordan,
household surveys revealed a stark contrast in the available household storage volume with
average volumes of 3.12 and 16.24m3 for low and high-income households, respectively [15]. This
appeared to correlate with the average consumption values of the two groups of 32.68 and 70.24
m3 per quarter.

1.5 Modelling IWS

Modelling the distribution of water in IWS systems is an ongoing challenge. The majority of
literature aiming to simulate IWS has thus far focussed on using hydraulic modelling software
[16], [17], such as EPANET, which are designed for continuously operated systems, i.e.,, water is
distributed according to demand. Various attempts have been made to adapt existing hydraulic
models to better represent intermittent systems. Batish [18] modelled demand nodes as
reservoirs in EPANET to imitate pressure dependent demand. The effect of consumer storage has
been modelled by replacing the reservoirs with tanks, which fill during supply hours resulting in
volume dependent demand [19]. These models are more realistic as they are able to represent
how the storage volume available to a consumer limits the quantity of water they can receive
during a supply period.

De Marchis et al [16] consider the effects of the filling process when water supply is turned on in
the network. The unique hydraulic conditions during the filling and emptying stages of IWS
networks may be significant in determining the received quantities of water, however, there is
insufficient data to validate their model. These models are limited to only analysing the network
hydraulics of the system and partial effects of consumer storage volume. The wider structure of
the system such as the supply characteristics and other consumer access issues are not captured.
Additionally existing models have a fundamental problem: they are difficult to implement in IWS
settings due to the requirement for detailed network data that is often highly uncertain.

In response to this problem, an alternative approach has taken the principle of parsimony to
model an IWS network in order to maximise learning with minimal input requirements [20]. The
author simplifies a hydraulic network into a single consumer and a single leak. The model reveals
the relationship between the bulk values of consumer usage and leakage against changes in supply
duration. Taylor et al. [20] propose a new parameter termed consumer demand satisfaction (CDS),
which is the degree to which consumers are satisfied with the volume of water they receive.
Crucially, CDS defines the point at which consumers will turn off their taps, re-directing water to
other areas in the network. In this way, the model begins to explore the interplay between
consumers and the network; however, the variability in the distribution of water within the
network cannot be reflected.

The models to date cannot incorporate all the factors highlighted. The modelling techniques
revolve around the network with much less attention given to how consumers use and store the
delivered water. The temporal effects of these factors require particular attention. The first step
to develop more representative models is to interrogate all the factors influencing the quantity of
water received by a consumer over a period of time.

2 METHODS: AN ANALYSIS OF THE QUANTITY OF WATER RECEIVED BY A
CONSUMER IN AN IWS SYSTEM

This investigation is split into three sections following the three categories defined previously.
Firstly, the influence of supply characteristics is considered. Secondly, the network hydraulics are
assessed through analysis of a single supply period. Finally, the impacts of consumer access are
discussed. Figure 1 summarises the key determining factors and their grouping.
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Factors influencing the quantity of water received in an IWS system

Supply Characteristics Network Hydraulics Consumer Access

Duration of supply period 1 Local pressure 1 Access to connection during

. supply period
Frequency of supply periods 2 Duration water is present i
2 Available storage volume
Timing of supply

Figure 1. Categorisation of the factors influencing the volume of water received by consumers in IWS systems
2.1 Supply Characteristics

The supply characteristics govern all aspects of the quantity of water received by a consumer in
an IWS system. A longer supply period allows water to reach further in the network for longer,
thus, supplying water to more consumers. More frequent supply periods reduce the duration of
the non-supply period reducing the reliance on storage volume.

Supply Timing: When the supply is on, households use the water to fill storage and complete
domestic tasks. The timing of supply impacts how usable water is during these supply hours.
Inconvenient timings, such as a supply period during the night, make it far less convenient to use
water during supply, therefore limiting a consumer’s access to water. The impact of supply timing
is mitigated by having sufficient storage, since household tasks do not need to be concentrated
around the delivery of water. Consequently, the timing of supply compounds the disadvantage of
inadequate storage and disproportionately reduces access to water for those with limited storage.

2.2 Network Hydraulics

This analysis aims to identify the principles governing the distribution of water in an IWS network,
focusing on the factors that affect the quantity of water received in differentlocations. The volume
of water which leaves the network through a leak or consumer connection, is a function of time ¢,
pressure H and orifice area A as per equation (1):

V, = Cy.t.A.(2gH)® (1)

C4 = Factor to account for orifice shape
g = Gravitational acceleration
a = Factor to account for the flow rate's pressure dependency

The volume of water that leaves a given orifice will therefore depend on the duration that water
is present and the local water pressure. An IWS cycle consists of several stages that impact the
magnitude of these two parameters across the network.

Filling: When the water is turned on, it fills the network from the inlet sources. The velocity at
which water travels through the network will be dependent on the following factors: inlet
pressure, relative elevation, frictional losses from the pipes, water demand and the ease at which
air is released from the pipes. Therefore, the time it takes to arrive at a particular location in the
network, will depend on these factors in combination with the distance from the inlet.

Water Delivery: Once the network has filled, the Bernoulli equation shows that the pressure at any
point in the network is a function of the relative elevation and the frictional losses. It follows that
locations in the network which are closest to the inlet location and at a low elevation will have the
highest local pressures.
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Emptying: When the input supply is turned off, the network will drain out of the orifices (leaks
and consumer taps). The network will drain under gravity meaning it will empty from the higher
elevations down to the lower elevations. As in the case of the filling stage, this results in different
durations of water being present in different locations.

These stages of the supply period result in differential local pressures and supply durations across
the network. The orifice equation shows that this will result in different total volumes of water
leaving orifices in different locations. As a result, leakage volumes and the volume of water
received by different consumers will vary across the network.

2.3 Consumer Access

Consumer Access during the supply period: The delivery of water from the inlet sources to
consumer connections is only part of what determines how much water individual consumers
receive. During supply, if a connection serves more than one household, the received supply time
is divided by the number of groups sharing the connection. An additional consideration is the rate
at which water can realistically be used by a household. Once storage vessels are filled, households
must use water as effectively as possible for household tasks. There is a limitation on what is
physically possible which may be less than the flow rate of water out of the tap (depending on the
local pressure).

Storage Volume: The storage volume and the length of time between supply periods dictate the
access to water during the non-supply period. For instance, we can compare two systems that
both supply seven hours of water per week. In the first system, a household receives water for
seven hours once a week; while in the second system, a household receives water for one hour
seven times a week. The individual household storage volume will drastically alter the quantity of
usable water received over the course of the week in the two scenarios. Without a very large
storage tank, the household water supply in the first scenario will be severely restricted while in
the second scenario a small storage volume will not have such an effect.

3 RESULTS: A CONCEPTUAL MODEL OF IWS SYSTEMS

The analysis of how water is distributed from source to point-of-use results in the conceptual
model shown in Figure 2. It follows the flow of water through the system and therefore how
different consumers will receive different volumes of water. The model operates over a fixed
period of time, be that a week or month, to establish the operation of the system and the volumes
of water received by consumers.

The output of the model is the received volumes and associated consumer demand satisfaction of
the different consumer groups. Utilising demand satisfaction ensures water is re-distributed to
other groups simulating taps being turned off. The range in consumer demand satisfaction in turn
describes the inequity in the system. The number of network ‘zones’ and ‘access groups’ required
to represent the system is dictated by the local context.
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Figure 2. A conceptual model of the distribution of water through IWS systems
4 DISCUSSION

The model illustrated by Figure 2 enables an understanding of how an IWS system results in
different quantities of water received by consumers. The hydraulic behaviour of IWS networks
results in different pressures and duration that water is present for different zones in the network.
The inequitable quantity of water received across the network is compounded by differences in
access to the connection. Consumers sharing a connection must divide the volume supplied
between themselves. Access to water during the non-supply period is constrained by the storage
volume. Both of these categories are governed by the supply characteristics, which determine the
volume received at a particular location during the supply period as well as over the course of a
week or month.

Ultimately, the key output of the model is the range of consumer demand satisfaction in the
system. Once the model represents a system, different scenarios can be run against the model to
assess their impact on demand satisfaction. For example, increasing supply hours, changing
supply frequency or ensuring one connection per household. The model will show that changes
to the system do not result in uniform impact across all consumer groups. The unique
characteristics of each group dictate the manner in which they will be affected.
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5 CONCLUSIONS

To understand IWS systems it is important to consider the supply characteristics, network
hydraulics and consumer access to their network connection. This allows a full consideration and
representation of the inequity in the system. Currently models fail to appreciate the wider system
beyond the network boundaries and therefore fail to represent the inequity of the system. By
analysing both the hydraulics of a supply period and the wider factors of consumer access and
input characteristics, a more representative model can be achieved.

This paper proposes an alternative approach to modelling IWS systems based on representing the
distribution of water from source to point-of-use. The conceptual model presented in this paper
builds the foundation for more detailed and applicable models. These will allow the inequity of an
IWS system to be better represented and will also enable predictive capabilities of a wider range
of system interventions.
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Abstract

Water distribution networks (WDNs) are complex combinations of nodes and links and their
structure has an impact on their behaviour, considering both quantitative (i.e. related to pipe
flows and nodal pressures) and qualitative (i.e. related to water age and quality) aspects. The
complexity of WDNs has been the basis of several studies that have resorted to the graph
theory to relate connectivity properties to system behaviour (e.g. its reliability and water
age/quality), evaluated under the assumption of steady-state conditions. Within this
framework, in recent years the tendency toward reducing network interconnection through
the closure of isolation valves has emerged, mainly to (i) facilitate its monitoring and
management, and (ii) increase flow velocity and reduce water age. However, changes in the
topology of a network can affect not only aspects evaluated under the assumption of steady-
state conditions, but also its dynamic behaviour. Based on these considerations, the present
study investigates whether some metrics derived from graph theory, already applied in the
context of networks’ steady-state analyses, can also provide useful indications for assessing
the effects of changes in the topological structure, which could be consequences of branching
operations, on the dynamic response of a network subjected to users’ activity. The analyses
highlight that connectivity metrics can reflect the pressure dynamic behaviour of the hydraulic
systems and support in their macroscopic understanding during design and management
operations. Thus, their application can be effectively extended from the steady-state to the
dynamic framework.

Keywords
Transient analysis, unsteady flow, water demand, topology, graph theory.

1 INTRODUCTION

Water distribution networks’ (WDNs) are normally designed and realized with topological
structures, or connectivity structures of pipes and nodes, generally characterized by looped
layouts that guarantee high hydraulic and mechanical reliability of the system (Elshaboury et al.,
2021; Sirsant et al., 2020). However, these benefits from a reliability point of view imply higher
costs of the network (Todini, 2000). In this regard, several methods have been developed and
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proposed in the scientific literature to identify the optimal topological structure ensuring a
balance between reliability and cost (e.g. Choi and Kim, 2019; Farmani et al,, 2005). As a result,
real WDNs are complex combinations of loops and branches (Walski et al., 2003). This complexity
has been the basis for the development of a series of studies that have led to the application to
WDN of theories and indicators originally developed in the field of graph theory aimed to manage
system hydraulic functioning and water quality (e.g. Abokifa et al., 2019; Giudicianni et al., 2018;
Torres et al,, 2016; Yazdani & Jeffrey, 2012).

Nowadays, along with the network reliability, other issues are becoming of interest for the water
utilities, such as (i) the observability and controllability of water networks and (i) the compliance
with certain operating conditions (e.g. the values of average and minimum velocity able to ensure
sufficient water quality).

Concerning the observability, looped systems have proved to be less controllable and, in recent
years, a tendency to reduce the interconnection of networks through, for example, sectorisation
techniques (i.e. DMA creation), has emerged. This practice consists of dividing a looped system
into portions of networks (i.e. districts) that are connected at a limited number of points where
flow meters are placed, while all remaining interconnection points are closed through isolation
valves (IVs). The closure of such IVs results in an alteration of the topological/connectivity
structure of the network and a reduction of the number of loops. These aspects have been
extensively investigated in the literature, also resorting to methodologies based on graph theory
(e.g.Diao etal,, 2013; Di Nardo et al., 2013; Ferrari et al., 2014; Giustolisi, 2020). It is worth noting
that procedures for identifying the optimal districts layout often rely on optimization algorithms
that require the resolution of a significant number of connectivity configurations (e.g. Zhang et al,,
2017).

With reference to the compliance with certain operating conditions, it is worthy of note that the
presence of strongly interconnected network structures typically results in a reduction of average
water velocity in pipes with consequent (7) ageing of the water before it is delivered to the users
and consequent reduction of free residual chlorine or formation of chlorination by-products
(Quintiliani, 2017), and (ii) non-reaching of the daily self-cleaning velocity that guarantees cleaner
pipes (Abraham et al., 2017). To ensure optimal conditions of water velocity, several approaches
have been developed in order to identify the optimal interventions on the topological structure of
the network based, for example, on the closure of IVs and the reduction of the level of
interconnection (Brentan et al,, 2021). Again, the optimal set of [Vs to be closed is often identified
through optimization algorithms evaluating a very large number of solutions.

In summary, on the one hand the closure of the IVs present in the network reduces the level of
interconnection and produces an alteration of its topological structure, on the other hand these
problems have been so far faced mainly under the assumption of steady-state conditions.
However, several studies have shown that, in reality, modern WDNs rarely achieve steady states
for more than a small fraction of their operational times and are subjected to continuous pressure
transients that can be induced by manoeuvres on main devices in the network, whose status is
changed to respond to different conditions of water demands (e.g. changes in the setting of
pumps). Recently, there has been evidence that even the operation of regulation valves
(Changklom and Stoianov, 2017; Meniconi et al., 2015) and users’ activity (Marsili et al., 2021), i.e.
the opening and closing of domestic devices, can result in the generation of pressure transients.

Within this framework, several studies have shown that the response of the WDN, to these driving
forces depends on its characteristics and, in particular, on the topological structure (i.e. network
connectivity) and the geometric and mechanical characteristics of the network, i.e. diameters and
materials of the pipes (Ellis, 2008) as well as the presence of elements such as dead-ends
(Meniconi et al.,, 2021). With specific reference to the topological structure (i.e. network graph), it
is thus important to observe that modifications of the structure through the closure of [Vs can also
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determine a variation in the response of the system to transients’ generation and propagation.
From an operational standpoint, the evaluation of the dynamic behaviour of a water network with
an assigned topological structure and subjected to a given driving force can be conducted through
unsteady flow simulation based on numerical approaches as, for example, the Method of the
Characteristics (MOC). However, this approach for complex real WDNs can be extremely
expensive from a computational point of view, especially when simulations have to be replicated
for a significant number of configurations of the system considered.

In the current study, the ability of some indicators belonging to graph theory - already used in the
context of network reliability evaluations - to provide useful indications on the effects of the
topological structure variations on the dynamic response of a network is evaluated. To this end,
four network connectivity indicators are examined: two basic connectivity metrics and two
spectral metrics. These indicators are compared in terms of their ability to represent the dynamic
behaviour of a simple WDN, the latter evaluated through a numerical model based on MOC, in
which the topological structure is modified by closing an increasing number of Vs for reducing
the number of loops. In the following, first, the connectivity indicators are introduced. The
methodology adopted is then presented and applied to a simple case study. Results are discussed
and finally, some conclusive considerations are provided.

2 MATERIALS AND METHODS

In the following, the connectivity indicators considered in the analysis and the methodology
proposed aimed at evaluating the ability of these indicators to reflect useful information on the
effects of the structure of the network on its dynamic response, the latter obtained through
numerical simulations, are introduced.

2.1 The connectivity metrics

In order to study the relationship between the connectivity properties of networks and their
dynamic behaviour, four indicators were considered which belong to graph theory. Among the
metrics aimed at investigating the structure and the behaviour of complex networks, the basic
connectivity metrics and the spectral measures are the most widespread and well-known. On the
one hand, the basic connectivity metrics indicate the degree of connectivity of the vertices (i.e. the
nodes) and the edges (i.e. the links) representing the cohesion of the network and its sensitivity to
the removal of nodes and links. Spectral metrics, on the other hand, relate the topology of the
network to the connectivity strength and cohesion of the graph by analysing the spectrum of the
adjacency matrix, 4, of the network, which indicates which vertices are connected (i.e. adjacent):
the generic element of A a;; = 1ifalink connects nodes i and j, otherwise a;; = 0. These metrics
quantify network properties that depend only on the abstract structure of the graph,
independently of its representation (Torres et al., 2016; Yazdani et al,, 2010).

More in detail, in this study two basic connectivity metrics and two spectral metrics were
considered. Concerning basic connectivity metrics, the first metric considered is the average
degree, k, defined as:

=2 (1)
n
with m and n the number of links and nodes, respectively. The second basic connectivity metric
considered is the meshed-ness coefficient, R,,, defined by the ratio between the total number
(m — n + 1) and the maximum theoretical number (2n — 5) of independent loops in the network:

m—-n+1
R = - (2)
m 2n—75
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A uniform distribution of the average degree indicates the tendency of the network to be
invulnerable to faults, whereas the meshed-ness coefficient can effectively describe the
redundancy of the network (Yazdani & Jeffrey, 2012). With reference to spectral metrics, the
spectral gap, A4, and the algebraic connectivity, 4,, are considered. Specifically, the_spectral gap
A is defined as the difference between the first and second eigenvalue of the adjacency matrix A
of the network and it is effective in the quantification of Good Expansion (GE) properties of the
system. In particular, networks characterised by GE are those whose topological structure
presents vertices connected robustly to other nodes, even if the graph is not dense with links
(Estrada, 2006). The algebraic connectivity, 1,, corresponds to the second smallest eigenvalue of
the Laplacian matrix, L = D — A, of the network (Fiedler, 1973), where D is the diagonal matrix
of nodal degrees, the latter indicating the number of links converging at each node. Higher values
of A, indicate higher network robustness (and higher reliability) and higher fault tolerance
(Yazdani & Jeffrey, 2012).

2.2 The methodology

To evaluate the applicability of the indicators previously introduced to characterise the changes
of the dynamic response of a WDN when its topological structure is modified, the approach
described below was developed. Consider a generic WDN characterised by n nodes that can be
connected with a variable number of links (m) for a total of [ loops (I = m —n + 1). In Figure 1, a
simple WDN is reported as an example and its layout is henceforth referred to as original or
reference configuration (C1). On the one hand, the four indicators previously introduced can be
quantifiable for the considered network. On the other hand, in the face of a generic driving force,
such as water demand change at a node, a transient is generated and propagates throughout the
network, interacting with its topological structure.

d n= 106
b m=121
=16
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Figure 1 Reference layout of the simple network (i.e. C1).

With reference to the simple network with layout C1, the dynamic response of the system can be
obtained through a numerical model and, in the current study, the model introduced in Marsili et
al. (2022) and based on MOC is adopted. In greater detail, for the numerical simulation under
unsteady flow conditions, it is important to specify that a reservoir located at node 1 fed the
network and that all the pipes in the network are characterised by the same diameter (DN125),
length (100 m) and wave speed a (500 m/s).
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Considering, as an example, an instantaneous closure manoeuvre operated at a generic node, the
numerical simulation in a defined time window allows obtaining the value of the interval ép =
|Pmax — Pmin |, for each node, representing the range in which pressure oscillates in the
considered node, being pq4, and pp,i, the maximum and minimum values of the pressure. In
Figure 2, the interval §p is shown graphically for each node of the network in configuration C1
through a chromatic scale that varies from 0 to 5 m in the face of an instantaneous closure
manoeuvre operated, for sake of example, at node 86 highlighted with a red arrow. §p is evaluated
considering a simulation time window t;;,,, = 30 s.
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@ & & & 4 & & &
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Figure 2 Results of unsteady flow simulation of the network in configuration C1 subjected to an
instantaneous closure at node 86 in terms of dp at each node.

More in general, the stress of each node, in terms of the values of §p, can be summarised in the
cumulative frequency of dp values. In Figure 3, the cumulative frequency of dp for configuration
C1 of the network is shown in blue. Furthermore, the values at the 50t and 90t percentiles of this
cumulative distribution - henceforth indicated as dpsg and dpgq, respectively - can be considered
representative of the average and extreme dynamic response of the given network configuration.

If the topological structure, i.e. the connectivity of the system, is modified, for example by closing
some [Vs to create districts or to improve water quality aspects, this impacts on the connectivity
indicators. If nc new configurations are considered, nc new values for each connectivity indicator
is obtained. Moreover, this would lead to different dynamic responses of the system, that can be
evaluated in face of the same manoeuvre considered for the reference configuration through the
numerical model previously introduced. Based on these numerical results, the cumulative
frequencies of 6p for each new configuration is traceable. The pressure stress variation of each
dpso

one of the nc configuration with respect to the reference configuration can be evaluated as -
50,ref

8p9o
P90 ref
network in the reference configuration.
The ability of the connectivity indicators to provide useful indications on the effects of topological
structure variations on the changed dynamic response of a network is evaluated considering their
correlation with the corresponding pressure variation indicator obtained through hydraulic
simulation. In the following, a numerical example is provided.

and , where 6ps ror and 8pgg o denote the average and extreme dynamic response of the
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Figure 3 Cumulative frequency of pressure variations Jp stressing the network nodes in different
configurations (C1-C4).

3 RESULTS AND DISCUSSION

The results of the application of the approach proposed to the simple network considered are
hereinafter reported.

Starting from the reference configuration C1 (Figure 1), three additional configurations of the
network are obtained by closing an increasing number of IVs (12, 15, and 16) and indicated as C2,
C3 and C4, for a total of nc = 4 configurations considered, including the reference one. The
topological structure of the new configurations is then characterised by the indicators adopted
before. The dynamic responses of the simple network in the modified layouts (i.e. C2, C3 and C4)
subjected to the same instantaneous manoeuvre at node 86 (which had induced the pressure state
in the reference network shown in Figure 2) is obtained through the numerical model and result
to be different compared to the response of the network in configuration C1. This is evident in
Figure 4, Figure 5 e Figure 6, where the results of the numerical simulations in terms of ép
observed in all the nodes are reported when configurations C2, C3 and C4 are considered.
Specifically, a greater number of nodes are affected by more significant §p as the number of
branches increases and interconnections decrease. In fact, if in the case of the looped
configuration (i.e. C1) the nodes are stressed by dp that remains in the order of 1 m (Figure 2),
considering a completely branched configuration (i.e. C4), almost all the nodes are stressed by ép
of 5 m (Figure 6). Figure 3 compares the pressure dynamic responses of the simple network in the
nc configurations in terms of cumulative frequency of dp. As the number of branches in the
network increases, the cumulative frequency §p tends to shift to the right. The reciprocal position
of the curves - and therefore the values of dpsg and 6pgg - highlights how, geometric and
mechanical characteristics being equal, the topological structure influences the dynamic response
of the system and, in particular, that the state of pressure stress of the system in terms of ép
increases as the number of loops decreases.

2022, Universitat Politécnica de Valéncia

2nd WDSA/CCWI Joint Conference 33



Marsili et al. (2022)

® ¢ 9
4
® 3
® e oo —— 35
® b ,
3
® ¢
° oo I - - 25 dp (m)
& ¢ | b
Closing 2
¢
S (LS Tt A
¢ |
| ;
4 ¢

& @ B 4 0.5

1]

Figure 4 Results of unsteady flow simulation of the network in configuration C2 subjected to an
instantaneous closure at node 86 in terms of dp at each node.
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Figure 5 Results of unsteady flow simulation of the network in configuration C3 subjected to an
instantaneous closure at node 86 in terms of dp at each node.
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Figure 6 Results of unsteady flow simulation of the network in configuration C4 subjected to an
instantaneous closure at node 86 in terms of dp at each node.

The results of the unsteady flow simulations of the nc configurations of the simple network in
&pso
Pso,ref

terms of the dimensionless response of the system at the 50t and 90t percentiles, and

5 .. . .
&;ﬂ’ are related to the four connectivity metrics (k, R,;,, 44 and 1,) and the result of this
90,ref
evaluation is shown in Figure 7, where the red stars indicate the simple network in its reference
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Figure 7 Connectivity metrics (k, R,,, AA and 1) as a function of the dimensionless dynamic responses of the
simple network considered in the nc configurations. The red stars indicate the network in its reference
configuration (i.e. C1).
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Firstly, it can be observed that as the number of the branches in the network increase (from
configuration C1 to C4), k, R,;;, A4 and A, tend to decrease. Moreover, it is evident that the average
degree k, the meshed-ness coefficient R,,, and the algebraic connectivity 4, are the most effective
metrics in reflecting the dynamic behaviour of the system. They indicate, through regular fronts,
how as the number of branches increases (so as k, Rm and A, decrease), and therefore as the
redundancy of the network decreases (i.e. the network has alower number of loops), the dynamic
response of the network subjected to a single instantaneous manoeuvre is emphasised up to about
4.5 times compared to the average response &ps .5 of the reference configuration (i.e. C1) and
about 5.5 times compared to the extreme response &pgg ref. The spectral gap 44, on the other
hand, is not representative of the dynamic behaviour of the network as its configuration changes
and responds with a scattered distribution.

Although it does not emerge in the current case, it is worth stressing the limitation of the metrics
k and R,,, in distinguishing configurations that are different from the point of view of the adjacency
matrix but have the same number of nodes n and links m.

The effectiveness of some connectivity metrics to represent the dynamic behaviour of the network
in different configurations could be applied in the evaluation of the impact of a solution of
sectioning of the system on the state of stress to which it will be subjected once the modifications
have occurred. The use of connectivity metrics could compensate for the execution of a significant
number of simulations under unsteady flow conditions, expensive from a computational point of
view, since the dynamic response of the network that presents a certain connectivity, and
therefore a certain metric, can be easily approximated after the classification of a very small
number of exact solutions, perhaps evaluated for "extreme" network configurations, i.e. highly
looped or highly branched layouts.

4 CONCLUSIONS

In this study, the effectiveness of some connectivity indicators to represent the effects of the
change of the topological structure of a WDN on the resulting dynamic response of the system is
evaluated. To this end, four connectivity metrics from graph theory (i.e. average degree k, mesh-
ness coefficient R,,, algebraic connectivity 1, and spectral gap A1) are compared and evaluated in
terms of the ability to represent the dynamic behaviour of a WDN. Specifically, this network is
subjected to an instantaneous manoeuvre at a node, and its dynamic behaviour is obtained
through a numerical model based on MOC, in which the topological structure is modified by
closing an increasing number of [Vs, thus reducing the number of loops. The results show that k,
R,, and 4, are the most effective metrics in reflecting macroscopically the dynamic behaviour of
the system, while A4 is not representative and tends to respond with a scattered distribution. The
ability of the metrics considered to represent the dynamic behaviour of a WDN as the
configuration changes could be exploited to evaluate the impact of different solutions of
sectioning of the system on the stress to which it will be subjected compared to the original
configuration. The application of the approach proposed to more complex WDN is the main future
objective.
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Abstract

In this work, we have developed local control schemes for optimal operation of a pumping
station that includes multiple variable speed pumps. The pumping station must maintain a
target pressure for a closed supply network that usually does not contain storage facilities.
The control loop includes repeatedly reading the control feedback (pressure) from the control
system and then adjusting the operation of the pumps in the station as needed: changing the
pumps' speed and on\off status. Firstly, we formulated a control algorithm that simulates the
current practice. Next, an optimization algorithm was developed to achieve minimum energy
operation considering the efficiency curves of the pumps. The algorithm utilizes the pumps'
characteristics curves for ensuring hydraulic feasibility while sustaining the required pressure
setpoint. The optimization problem incorporates bound constraints on the speeds, time gap
constraints to prevent frequent pump changes, and physical constraints that quantify the
operation point in the flow-head domain and the flow-efficiency domain. We considered two
operation strategies. The first is the "free strategy"”, in which each pump can operate with a
different speed inside a predetermined speed range, while in the "equal strategy"”, all active
pumps must share the same speed. The methodology was demonstrated using a realistic case
study. Our preliminary results indicate potential energy reduction compared to the current
practice.

Keywords
Variable speed pumps, real-time control, water distribution systems, optimization.

1 BACKGROUND

Variable speed pumps (VSP) are used to maintain a desired flow or pressure. VSPs are common
because they provide several advantages [1], including a) the pump flow can change gradually and
give the upstream process (e.g., treatment plant) time to adjust; b) no water storage is required
on the demand side, as the pump can adjust to changing demands while maintaining the required
pressure in the demand zone; c) the flow can be changed gradually to reduce water hammer, and
d) motor life can be extended since fewer starts and stops are needed [2].

On the other hand, Gottliebson et al. [1] argue that VSPs also have disadvantages as compared to
fixed speed pumps (FSPs): a) they are more expensive in both installation and maintenance; b)
they may be less efficient; c) controlling a VSP is more complex, and d) a VSP may not be suitable
for flat H-Q system curves as high efficiency is difficult to maintain over the entire flow range.
Despite these disadvantages, VSPs are most popular in systems with no water storage. In these
systems, there is a need to regulate the flow using a demand following mechanism.

With the VSPs gaining popularity in practice, they have been modeled in most simulation software,
such as EPANET [3], and their modeling and simulation continue to be an active research topic
[4-6]. Many studies of VSPs address the operation of WDSs and optimization of pumps scheduling
[7-11]. In arecent review, Wu et al. [12], report improved system efficiency due to VSPs and other
benefits of increased flexibility in controlling WDSs in real-time. Lima et al. [13] suggested using
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VSPs to recover energy and reduce leakage in WDSs. Wu et al. [14] incorporated VSPs in the design
stage of water networks and transmission lines. Huo et al. [15] explored using VSPs in deep
injection well systems.

The operation of variable speed pumps for pressure control in a closed pipe system is a well-
known problem [16-24]. However, a simple and practical methodology is still required for
optimal operation of an entire pumping station to utilize the VSPs better and reduce energy costs.
One of the most common controllers used is the proportional-integral-derivative (PID) controller
[25]. A PID controller continuously calculates the difference (error) between the desired setpoint
and the measured variable. Then it applies a correction based on proportional, integral, and
derivative terms of the error.

2 METHODOLOGY

2.1 Current controller

In the traditional control loop of the VSP based pumping station, for each time step ¢, the current
state of the system is obtained from the SCADA, which includes the on\off state of the pumps, 1,
their speed, n, and the last update time of these values, 7, and r, respectively. The reference
pressure (setpoint), #,, ,and the measured pressure, H are also obtained. The difference (error)

between these values is calculated, ¢, and fed to the proportional control algorithm (PCA). Some
parameters for the PCA are predetermined: the minimum and maximum allowed speeds of the
pumps, n,. and n,_ respectively, the maximum allowed change in the pump's speed, An,_, the
proportional coefficient, &, which is the change in the pump's speed relative to the calculated
error (e). A minimum time, ¢, , is also set to limit the time between major changes in pumps

). The output of the PCA is the

adjusted values for / and 7, denoted as / and # respectively. When these new settings are
applied to the system, the system will respond with new values of the pressure and the flow, H,_,

max ?

min ?

operations (e.g., start, stop, reduce the pump's speed from »

max

and O, respectively. At this stage, the control loop is repeated for the next time step.

The above algorithm is traditional in control applications, and it is implemented in many control
system use cases. However, it is not uniquely tailored for pumping systems. The control employs
control rules to keep the feedback signal at the desired setpoint regardless of the energy efficiency
and hydraulics. Relying on a physical model of the pumps' hydraulics and efficiencies, we propose
a model-based approach tailored explicitly for pumping stations that work against closed
networks without storage. Unlike the traditional approach, we propose optimizing energy cost as
a primary objective, while satisfying the setpoint constraints.

2.2 Proposed Controller

The proposed model-based controller solves an optimization problem to minimize energy
consumption. The pump curves (i.e., efficiency and flow-head characteristic curves) are used to
choose the lowest energy consumptions that meet the target pressure setpoint. The decision
variables are the on/off status of the pumps and their speed. The objective is minimization of
instantaneous power consumption. The optimization problem incorporates bound constraints on
the pumps' speeds, time gap constraints to prevent frequent pump state changes, and physical
constraints that place the operation point in the flow-head and flow-efficiency domains. To
formulate the constraints, the water demand must be estimated. For the estimation, we use the
known operational conditions from the previous time step to estimate the future water demand
in the next time step. The model-based controller follows three modules, as detailed below.
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Module 1: Demand estimation based on the current system state and all pumps' known flow-head
characteristic curves. Figure 1 provides a schematic demonstration of this process, which,
algebraically, involves solving a nonlinear equation.

The figure shows two flow-head characteristic curves for two active pumps (green pump and blue
pump) at time step ¢ . These are the active pumps (i.e.,, ON pumps) out of a set of available pumps
in the station. The orange curve represents their combined curve, which is the flow-head
relationship of the pumping station at time ¢ . Using the pressure measurement at time ¢, one can
estimate the water demand (i.e., flow) at time ¢ using Eq. (1).

2
np,t—]
[ J i ¢
Qest,t = Z[p,tfl : b

peP P

where a, and b, are the coefficients of the Q-H pump characteristic curve of pump p.

Figure 1: demonstration of flow estimation for two active pumps

Module 2: Determining the feasible speeds for given pumps combinations. Given the estimated
flow and a potential pump combination, we seek the set of feasible speeds that reach the operation
point of the required pressure setpoint and the estimated flow. While this problem is highly
nonlinear, we can rely on a direct search of feasible speeds since the problem dimension is small.
That is, we can discretize the allowed speed range and check for the feasibility of each option.
Nonetheless, to reach the operation point accurately, we allowed one of the pumps to have
continuous speed while the other pumps could have discretized speeds.

Module 3: Direct search for the optimal active pumps combination. In this module, we enumerate
all pump combinations in the pumping station. For example, in a pump station with four pumps,
there are 2* —1=15 possible combinations of active pumps, C. For each combination module 2 is
called, and its output is saved. Two families (i.e., set of sets) are obtained after looping over all the
combinations. The firstis N¢_ Vc e C which contains all the feasible speeds for each combination,

feas

and the second is E¢

% VceC,which contains the electric energy. Constraints can be imposed on
some of the combinations. For example, some combinations can be ruled out to prevent frequent
changes in active pumps. That s, if pump 1 started on time ¢, we could only consider combinations
that have active pump 1 for a predetermined time window ¢:¢+w. Similarly, one can filter out

combinations with unavailable pumps at any period (e.g., malfunctioned pumps). After ruling out
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unwanted combinations, the module outputs the option (i.e.,, combination and speeds) with the
lowest electric power from ¢" e C, n" e N, and E" € E¢

Sfeas feas *

The modules above can be easily modified to account for additional operational constraints. To
demonstrate this flexibility, we consider two operation strategies. The first is the "free strategy”,
in which each pump can operate with a different speeds inside a predetermined speed range
(presented in modules 1-3). The second is the "equal strategy”, in which all active pumps must
share the same speed.

3 TEST CASE AND RESULTS

We consider the pressure zone 330P in Mey-Sheva, a water utility in Southern Israel, as a test case.
The utilitiy's entire system contains 6 pumping stations, 11 water tanks, and serves a population
of 143,000. The total waterpipes' length is 670 km, of which about 100 km are part of the selected
pressure zone. The WDS layout of this zone is shown in Figure 2.

, %,
N o o 5 N =

i
) t'g
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Figure 2: Water Lines- GIS layer for pressure zone 330P

A single pumping station supplies zone 330P without storage tanks. The pumping station has eight
pumps, of which four supply water to zone 330P: pumps 1-4 (labeled 11, 21, 31, and 41). The four
pumps are variable speed pumps, each operating at a different frequency. SCADA measurements
are available at 30-second intervals for the suction and discharge pressures, total flow through
the station, and individual pumps frequencies. These frequencies are recorded in percentage [0,
100] for the range of 35-50 Hz. When the value is 0%, it means that the pump may be working at
the minimum frequency or it is turned off. We assume the latter. There are no individual pump
flow data and no power data, not even for the entire station. There are power meters (SATECs) in
the station, but unfortunately, they are not connected to the newly installed SCADA system.

The pumps are operated to maintain the discharge pressure of the station. As demand in the zone
increases, this pressure decreases, and the speed of the operating pump is increased to meet the
required pressure. First, the speed of one pump is raised to the maximum speed, and then another
pump is added at its lowest speed, which can be increased if the pressure continues to drop. The
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controlled pressure is set to ~47m during day hours (06:30-23:00) and to ~42m during night
hours (23:00-0:630), as shown in Figure 3. The pump curves were derived by analyzing the SCADA
data of the pump performance, using the methodology in [26].

Hazerim station dischare pressure

50

Pressure (m)

40 1 1 1 1
1000 2000 2000 4000 5000 &000 7000 2000

Time (30 secs intervals)

Figure 3: Discharge pressure of Hazerim pumping station

By utilizing the proportional control algorithms presented previously, the current operation of
the Hazerim pumping station was simulated. Initial results are shown in Figure 4, in which the
simulated pressure is shown in the top figure while the measured pressure is on the bottom. The
similarity between the measured and simulated pressure can be easily observed. However, in
some time steps, the simulated pressure spikes below the reference pressure, possibly due to the
system's (plant) simulations. Further investigation of this issue is required.

The optimization results for two days (out of a representative week) are shown in Figure 5. The
results show that the free strategy outperforms the current strategy and the equal speed strategy
since it reduced the power consumption in specific periods. This good performance is still
achieved while meeting the target pressure, as demonstrated in Figure 6. The figure shows the
cumulative probability density function of the three strategies' absolute pressure deviation from
the set pressure. The overlapping of the curves indicates that all strategies sustain the required
pressure.
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Figure 5: Power consumption for different operational strategies
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Figure 6: Cumulative probability density function of the absolute pressure deviation from the set pressure for
the three strategies

Figure 7 shows that both optimization strategies (free and equal) achieve better balanced
operation. Namely, they allocate balanced operation hours for the pumps.

P P, P [ Pg

Current Free Equal
4% 1%

Figure 7: Operation hours for the three strategies

Finally, the energy saving, as compared to the current operation, is 10% for the 'free-strategy' and
5% for the 'equal-strategy’.

4 CONCLUSIONS

This paper presents a new methodology for optimal operation of VSPs. Unlike the traditional
approach, in which the physical properties of the pumps are not taken into account, the proposed
algorithm uses the pumps' curve to select the optimal pump combinations. The methodology is
presented in two variations: a) "free strategy"”, in which each pump may have a different operating
speed, and b) "equal strategy”, in which all operating pumps share the same speed. The
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methodology is demonstrated in a real test case, and the results show a smoother and cost-
effective operation compared to the traditional approach. The developed algorithm is planned to
be utilized in the pumping station control unit for further testing.
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Abstract

Various studies have shown that mixing at the junction of water distribution networks
(WDNs) can be neither complete nor instantaneous. Many studies have also been carried out
to find the parameters that have a significant effect on the mixing phenomenon by
experimental and numerical investigations. The Reynolds ratio of inlet flows, the Reynold ratio
of outlet flows, the pipe size of junction's legs (junction configurations), and the type of
junction (cross or double-t) are among the most important factors mentioned in these studies.
Other studies also focused on developing mixing models. However, these studies and models
were based on experimental conditions in which the pipe size was about 25 mm, and the
pressure was about 30 kPa. Despite the fact that these models provide acceptable results on
the laboratory scale and all of them have been validated based on laboratory results, many
researchers still acknowledge that studies on the effects of real conditions of urban WDNs on
the mixing phenomenon are lacking [1], [2] and [3]. The pipe size of junctions and the pressure
inside the network are distinguishing features of real urban WDNs and laboratory setups that
were used in previous studies. Therefore, this research investigates the effect of pipe size and
pressure on the mixing phenomenon in a cross junction with the same pipe sizes in all four
legs under real-world conditions. Flow rates and pressures were selected based on a statistical
study conducted on the Quebec City WDN and previous research work, in which the pressures
were 5, 140, 320 and 430 kPa, and the flow rates were a combination of 1.50, 2.00, 2.25, 2.50
and 3.00 LPS in each inlet and outlet pipes. In other words, the Reynolds number in the
experiments was between 21,000 and 43,000, and the Reynolds ratio of inlet flows as well as
the Reynolds ratio of outlet flows were 0.5, 0.8, 1, 1.25 and 2. In this network, two cross
junctions with the same pipe size in each junction's legs of 100 and 150 mm were investigated.
Salt was used as a traceable solute, and conductivity meters were used to measure the salt
concentration in pipes. In this series of experiments, only one inlet had salty water. The mixing
was characterized by the dimensionless concentration in outlets, defined as the observed
conductivity in one of the outlet flow divided by the inlet salty water conductivity (after
subtracting the conductivity of tap water for both measurements). The results showed that
the pressure had only a little effect on mixing, since the dimensionless concentration changed
by about 0.05 when considering the low pressure of 5 kPa as compared to the experiments
with the other pressure values, while this variation dropped to about 0.02 for all pressures
above 140 kPa. Between 100 and 150 mm, the pipe size modified the dimensionless
concentration by about 0.035. Taking into account the uncertainty of the experiments, it can
be concluded that pressure and pipe diameters (100 and 150 mm) have an insignificant impact
on the mixing phenomenon.

Keywords
Water Distribution Networks, Water Quality, Mixing Phenomenon, Numerical Modelling, Junction,
Pressure, Pipe Size.
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Experimental study of mixing phenomenon in water distribution networks under real-world conditions

1 INTRODUCTION

Water quality modeling in water distribution systems (WDSs) is one of the main tools to help
control and enhance drinking water quality. In the existing commercial software of WDSs’ water
quality modeling, it is assumed that mixing in junctions occurs completely and instantaneously;
however, researchers found that not only is this assumption wrong but also, in many cases, the
mixing is totally imperfect in junctions [4], [5] and [6]. Therefore, two series of research were
conducted: the first, to find out the effective parameters of the mixing phenomenon and the
second, to develop models considering imperfect mixing at junctions.

In the first category of research, O'Hern et al. (2005) studied the mixing phenomenon in cross
junctions with the help of a physical model in the laboratory [2]. In their experiments, the
Reynolds number (Re) was about 43,000, and two circular 50 and 12.5 mm pipes were used. They
observed that the mixing is less complete when the pipe dimension increases. The mixing
phenomenon was also investigated in a 3x3 pipes grid network with pipe sizes of 12.5 to 50 mm
and a Reynolds number of 40,000 [7]. Ho et al. (2006) realized that the mixing in cross junctions
decreases slightly as the velocity increases for a fixed pipe diameter [7]. Ho et al. (2007) used the
K-Epsilon turbulent model for their numerical simulations and figured out that the Schmidt
Number is the most important factor in RANS turbulent models [8]. Besides, Romero-Gomez et al.
(2008) used the value of Schmidt number suggested by Ho et al. (2007) to perform a numerical
simulation of mixing with unequal inlet and outlet flow rates [3]. Meanwhile, Webb and van
Bloemen Waanders (2006) stated that the LES model is not dependent on the Schmidt number,
while they as well believed that the mixing is caused by both bulk flow (advection) and turbulent
diffusion at the impinging interface [9]. McKenna et al. (2007) worked on the ratio of Re for inlets
in the laboratory with pipe sizes of 12.5, 25, 32, and 50 mm [10]. In addition to considering the
turbulent flow, McKenna et al. (2008) used high-speed photography to study the mixing
phenomenon for laminar and transient flows (500 < Re < 5,000) [11]. van Bloemen Waanders et
al. (2005) also considered the mixing in laminar flow and found that the mixing in laminar flow is
not complete [6]. Thereafter, Braun et al. (2014) statistically investigated the WDN of Strasbourg,
France, and found that laminar flow frequently happens in large areas of the network [12].
Accordingly, the mixing phenomenon in cross junctions was considered under the laminar and
transitional conditions (500 < Re < 7,500) with pipe sizes of 16, 25, 32, and 50 mm by Shao et al.
(2019). Shao et al. (2019) figured out that the pipe diameter has a great influence on the mixing
[13].

In the second category of studies, there are two types of models for simulating the mixing
phenomenon: empirical and mechanistic. AZRED is the first empirical model that could project
the solute concentration based on the inlet concentrations and the Re ratios of inlets and outlets
[14]. Austin et al. (2008) carried out experiments in the Re range of 10,000 to 42,000 to develop
their model, while they used extrapolation for Re greater than 42,000 [14]. Ho (2008) proposed
the model EPANET-BAM as a mechanistic model to study the mixing in cross junctions [15]. This
author focused on the inlet and outlet Re ratio by changing the flow rate and only considered the
advection term of the transport formula [15]. Yu et al. (2014) experimentally and numerically
studied the mixing phenomenon within cross junctions with different pipe sizes [16] and [17].
Shao et al. (2014) proposed a model for the mixing phenomenon in cross junctions based on
experimental findings with two configurations: opposing inlets and adjacent inlets [18]. More
details of the effective parameters and models were presented in the paper by Yousefian and
Duchesne (2022) reviewing the research about the mixing phenomenon in WDSs [1].

As mentioned in the previous paragraphs, most studies on the mixing phenomenon were carried
out under the laboratory scale and conditions, while the developed models should be applied to
real-world conditions. Besides the fact that the pipe diameter is one of the effective parameters
that greatly impact the mixing phenomenon, pipe diameter and pressure are two distinguished
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differences between laboratory and real-world conditions in WDSs. Therefore, in this research,
two pipe diameters of 100 and 150 mm, which are the most used pipes in Quebec City WDN, along
with pressures of 5 and140 kPa (used to develop the existing models), and 320 and 430 kPa
(encountered in real WDNs) were selected to investigate the effect of real-world pipe diameter
and pressure on mixing phenomenon.

2 EXPERIMENTAL SETUP AND PREPARATION

The experiments were carried out in the Mini Water Distribution Network Laboratory of Institut
National de la Recherche Scientifique (INRS) in Quebec City, Canada. This laboratory has been
built in a hall with dimensions of 15 m x 9 m to hold a 12x5 pipes grid network. All connections in
this network are flanged in order to make changing the pipe diameters easy. The network was
equipped with two pumps which are a 3 hp (Xylem-AquaBoost) and a 75 hp (Berkeley-B4EPBMS)
pumps, and also several pressure probes (Ashcroft-G2) to be able to apply a variety of high and
low pressures. In addition, 12 flow control valves with electric actuators (Assured Automation-
P2R4 with S4 actuator) and several electromagnetic flow meters (ModMAG-M2000) were
installed in this network so that any specific flow can be adjusted in the pipes (Figure 1). In this
study, sodium chloride (NaCl) was used as a soluble tracer for the experiments, and 4 conductivity
meters (Teledyne-LXT220) were installed in each leg of the cross junction to measure the
conductivity (related to the concentration of salts) in each inlet and outlet. All the settings of
pumps and valves were set through a central computer (Honeywell-EBI R430 and Honeywell-
Controller HC900) to increase the accuracy of applied conditions in experiments. The flow,
pressure and conductivity results were also measured and recorded every 5 s by a data logger to
the central computer. These data were averaged over a 60 s interval to collect repeatable data by
reducing the signal noise of the sensors.

Figure 1. Mini water distribution network Laboratory of INRS

In order to add salt to the flow and network, an injection pump was employed. This injection pump
can work under different frequencies, making it possible to have different salt concentrations.
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Two cross junctions with the pipe size of 100 and 150 mm were considered. These two cross
junctions have the same pipe size in all of their four legs, as shown in Figure 2 for the 150 mm
configuration.

W . TR AR
A2 L
. 7 \ AN S _ il

Figure 2. 150-mm cross junction used in mini water distribution network laboratory of INRS
3 DEFINITIONS AND SCENARIOS

In this study, tap water was used in the whole network and salt (NaCl) was injected. The distance
between the salt injection point and the cross junction was about 3 m to ensure that the
longitudinal mixing occurred entirely in the water before reaching the cross junction. In all the
experiments, the salt was injected into the southern pipe (red arrow in Figure 3), tap water was
coming from the western pipe (blue arrow in Figure 3), and northern and eastern pipes were the
outlets (orange arrows in Figure 3).

Figure 3. Schematic picture of the experiments to obtain dimensionless concentrations

A statistical analysis was carried out in Quebec City WDN to find the most common real
characteristics and conditions of WDNs. In this network, the two pipe sizes of 100 and 150 mm
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are the most often used pipe size, and flow rates between 1.50 and 3.00 LPS are the most common.
Therefore, based on this result, 25 different flow rate scenarios were tested for each cross junction
size (Table 1). In each scenario, two pressures, of 320 and 430 kPa, were applied. Ten different
concentrations of salt were injected into the southern pipe. In total, 500 experiments were carried
out in this phase to find the effect of pressure and pipe diameter on the mixing phenomenon in
junctions.

Table 1. Flow rate scenarios for the experiments to consider the effect of pressure and pipe diameter on

mixing

South inlet (Salty Water) | West Inlet (Tap Water) | North Outlet | East Outlet
(LPS) (LPS) (LPS) (LPS)
1.50 3.00 3.00 1.50
1.50 3.00 2.50 2.00
1.50 3.00 2.25 2.25
1.50 3.00 2.00 2.50
1.50 3.00 1.50 3.00
2.00 2.50 3.00 1.50
2.00 2.50 2.50 2.00
2.00 2.50 2.25 2.25
2.00 2.50 2.00 2.50
2.00 2.50 1.50 3.00
2.25 2.25 3.00 1.50
2.25 2.25 2.50 2.00
2.25 2.25 2.25 2.25
2.25 2.25 2.00 2.50
2.25 2.25 1.50 3.00
2.50 2.00 3.00 1.50
2.50 2.00 2.50 2.00
2.50 2.00 2.25 2.25
2.50 2.00 2.00 2.50
2.50 2.00 1.50 3.00
3.00 1.50 3.00 1.50
3.00 1.50 2.50 2.00
3.00 1.50 2.25 2.25
3.00 1.50 2.00 2.50
3.00 1.50 1.50 3.00
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The dimensionless concentration of injected salt in each outlet, which is obtained from equation
(1), was chosen to present the level of mixing:

_C—Cy
_Cs_Cw

where C* is dimensionless concentration of injected salt in the studied outlet (north or east), C is
the concentration of salt in the studied outlet, and C; and C,, are concentrations of salt in the
southern (salty water) and western (tap water) inlets, respectively. Finally, since for each flow
scenario, 10 different quantities of salt were injected, the dimensionless concentration of injected
salt for each scenario was obtained through taking the average of dimensionless concentration for
10 quantities of injected salt:

C* (1)

10 =
i=1Gi (2)
10
where C; is the dimensionless concentration in any outlet for the ith of 10 experiments carried out
in each flow rate scenario.

"=

3.1 Uncertainty of dimensionless concentration in outlets

The accuracy of conductivity meters is +0.1% of full scale. Based on our calibration data, we
selected a conductivity range of [0, 1.41] mS/cm. Therefore, +0.1% of the maximal conductivity
(1.41 ms/cm) would be +0.00141 ms/cm. Then, to find the dimensionless concentration of salt in
each outlet, the following equations of absolute error propagation were used.

For addition and subtraction (Z =X +YorZ=X—-Y):

AZ = |AX| + |AY] (3)
and for multiplication and division (Z = X XY orZ = X/Y):

AZ  AX  AY
— =I5+ )
Z X Y

where X and Y are measurements with absolute uncertainty of |AX| and |AY|, respectively. Finally,

the uncertainty of the dimensionless concentration of injected salt in each outlet was estimated
to be about |+0.05|.

4 RESULTS

4.2 Pressure impact on mixing phenomenon

To study the effect of pressure on the mixing phenomenon, 25 different flow scenarios (see
Table 1) within two pipe sizes cross junctions were studied. Detailed results will be presented
here for three of these cases. In the first case, the simplest flow scenario, i.e. with equal flow rate
(2.25 LPS) in all cross junction legs, was investigated. In this case, the cross junction with pipe
diameters of 100 mm was used, and three different pressures were applied: 5, 140, and 320 kPa.
Different flow rates in inlets and outlets were then considered, in Case 2, to study the effect of
pressure within a more complicated flow rate scenario. The same cross junction and pressures as
in Case 1 were used for this experiment. In the last experiment, Case 3, the same flow scenario as
in Case 2 was applied but this time in a 150-mm cross junction. For this experiment, four pressures
were considered. More details about each case are presented in Table 2 and the results of these 3
cases are shown in Figure 4 and 5.
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South West North East
Case 1 Pipe Diameter | 100 mm | 100 mm | 100 mm | 100 mm
ase
Flow Rate 2.25LPS | 225LPS | 2.25LPS | 2.25LPS
Case 2 Pipe Diameter | 100 mm | 100 mm | 100 mm | 100 mm
ase
Flow Rate 1.50LPS | 3.00LPS | 1.50LPS | 3.00LPS
Case 3 Pipe Diameter | 150 mm | 150 mm | 150 mm | 150 mm
ase
Flow Rate 1.50LPS | 3.00LPS | 1.50LPS | 3.00LPS
1.2
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Figure 4. Dimensionless concentration of injected salt in the eastern pipe for the experiments conducted to
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Figure 5. Dimensionless concentration of injected salt in the northern pipe for the experiments conducted to
study the pressure impact

In general, pressure can affect the intensity of flow turbulence and molecular diffusion. However,
as shown in Figure 4, when the flow rates or Reynolds numbers are equal in all cross junction legs
(Case 1), the effect of pressure results in a maximal difference of about 0.016 in dimensionless
concentrations in the eastern pipe, which happens between 5 and 140 kPa. In comparison, this
difference decreases to about 0.011 in dimensionless concentration in the eastern pipe for the
pressures of 140 and 320 kPa. When considering the uncertainty (shown by error bars in each
figure), it can be concluded that for this flow scenario (Case 1), the pressure has a negligible impact
on mixing. For Case 2, with different flow rates or Reynolds numbers in the four cross junction
legs, the difference between the dimensionless concentration of eastern pipe with 5 and 320 kPa
is about 0.035. However, this difference decreases to 0.013 when the pressures of 140 and
320 kPa are considered. For the last experiment, Case 3, also, the difference in dimensionless
concentration in the eastern pipe is about 0.047 between 5 and 140 kPa. However, when
pressures greater than 140 kPa are compared to each other, the difference in dimensionless
concentration in the eastern pipe is about 0.024. Therefore, it can be concluded that when the flow
rates are different in the cross junction legs, the pressure can change the dimensionless
concentration up to 0.047 in the eastern pipe when a low pressure like 5 kPa (which was
previously used to develop the existing empirical models) is considered; however, this difference
is lower than the uncertainty related to the measurements. For pressures greater than 140 kPa,
the pressure can change the dimensionless concentration in the eastern pipe by about 0.02. Since
such low pressures do not usually happen in real WDNs and since for pressures greater than
140 kPa the impact of pressure in comparison with the uncertainty of experiments is insignificant,
it can be concluded that the impact of pressure on mixing phenomenon can be neglected. It should
be added that this conclusion was also obtained from the results of experiments carried out under
the 25 flow scenarios (see Table 1) and the pressures of 320 and 430 kPa in both 100 and 150 mm
Cross junctions.

4.3 Pipe diameter impact on mixing phenomenon

To find the impact of pipe diameter on mixing in cross junctions, all 25 flow scenarios (see Table 1)
were tested in both cross junctions (100 and 150 mm); the results of three of those scenarios are
presented here as examples. The following table (Table 5) shows the specifications of these
scenarios, while the results are shown in Figures 7 and 8.
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Table 3. Specifications of the experiments to study the pipe diameter impact

South West North East
Case 4-Flow Rates | 2.25LPS | 2.25LPS | 2.25LPS | 2.25LPS
Case 5-Flow Rates | 3.00LPS | 1.50LPS | 3.00LPS | 1.50 LPS
Case 6-Flow Rates | 1.50 LPS | 3.00 LPS | 1.50 LPS | 3.00 LPS

m 100-100-100-100 mm  m 150-150-150-150 mm
1.2

0.8

0.6

0.4

Dimensionless Concentration of
injected salt in eastern pipe

0.2

Case Number

4 5 6

Figure 6. Dimensionless concentration of injected salt in the eastern pipe for the experiments conducted to

study the pipe diameter impact

m100-100-100-100 mm  m 150-150-150-150 mm
0.7

0.6

Dimensionless Concentration of
injected salt in northern pipe

Case Number

Figure 7. Dimensionless concentration of injected salt in the northern pipe for the experiments conducted to

study the pipe diameter impact
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As shown in Figure 6, the difference in dimensionless concentration in the eastern pipe for the
two pipe diameters, when the flow rates are equal in all four legs of the cross junction (Case 4), is
less than 0.01. This difference was also observed in the Case 5, where the flow rates were different
in the cross junction legs. However, for the last case (Case 6), in which the flow rate in the inlet
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with salty water was less than the flow rate in the inlet with tap water, this difference increases
to about 0.035. Considering the uncertainty, which is shown by error bars in all charts, it can be
concluded that when the flow rates are equal in all four cross junction legs (Case 4) or when the
flow rate of salty water is different from the one of tap water (Case 5 and Case 6), the mixing is
the same in the cross junctions with 100 and 150 mm diameter, for the conditions that were
simulated in the laboratory. This was also observed for all other 22 scenarios in both 100 and 150
mm Cross junctions.

5 CONCLUSIONS

In this research, the effects of pressure and pipe size on mixing phenomenon in the cross junctions
of WDNs were studied. For this purpose, two cross junctions with 100 and 150 mm pipe diameters
were used. For each size, 25 flow rate scenarios were tested under two different pressures in the
mini WDN laboratory of INRS, Canada. In all experiments, the salty water was injected into the
southern inlet and tap water was coming from western inlet and two northern and eastern pipes
were outlets. Each experiment was repeated ten times with varying concentrations of salt. By
comparing the results of these 500 experiments, the following conclusions were acquired:

1. When the flow rates are the same in all four legs of cross junctions, the pressure does not
impact the mixing phenomenon.

2. When the flow rates are different in the legs of the cross junction, the pressure can change
the mixing or dimensionless concentration in the eastern pipe by about 0.05, which is of
the same order as the uncertainty related to measurements, if low pressures like 5 kPa,
which are not encountered in real word conditions, are considered.

3. For pressures greater than 140 kPa, the effect of pressure can change the dimensionless
concentration of injected salt in the eastern pipe by about 0.02, which considered as non-
significant since the uncertainty related to measurements is about 0.05.

4. Since low pressure like 5 kPa do not happen in real WDNs and since the effect of high
pressure is lower than the uncertainty of the experiments, it is concluded that in real
WDNs, the pressure does not have a significant impact on the mixing phenomenon and
can be neglected.

5. The impact of pipe diameter (100 and 150 mm) on mixing within different flow rate
scenarios (Table 1) can change the dimensionless concentration by 0.035, which is
considered to be negligible since it is lower than the uncertainty of the laboratory
measurements,

Since in real WDNs, the pressures are mostly above 140 kPa and since the effect of pipe size for
100 and 150 mm on the dimensionless concentration in the eastern pipe in our experiments was
found to be less than the uncertainty related to measurements (+0.05), it leads to the conclusion
thatin real WDNs, the mixing for cross junctions with four equal pipe sizes is the same for different
pressures and for pipe sizes of 100 and 150 mm. However, cross junctions with different pipe
sizes (e.g. 100-150-100-150 mm) still needs to be studied in the future.
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Abstract

The deterioration of water distribution infrastructure over the years, associated with an
increase in demand and seasonal droughts can lead to an intermittent operation of the system,
as the consumers cannot be supplied with a minimum pressure. The lack of investments to
rehabilitate the system can be limited, and in this scenario, the intermittent water supply
become a normal operation. This scenario difficulties even more the recovery of the
continuous supply, as the expenses for water production increase and the revenue decrease.
Thus, strategies to achieve an optimal operation in these conditions are fundamental to
overcome this critical period in the best way possible. Two main objectives have to be set:
minimize the operational costs, that can be described by the energy consumption in pumping
stations and the volume of water lost in leakages, and, maximize water demand supplied to
the consumers. Avoiding the supply during night periods, when the pressure remains high,
naturally reduces the leakage volume lost. However, as the system is not operated 24h per
day, it is expected a different pattern of consumption, with higher peaks during the supply
period. This can lead to a significant increase in the power required by the pumps, as its head
have to be higher to overcome the increased headlosses. Thus, this paper proposes an optimal
operation of water distribution networks based on the scheduling of supply to different
sectors of the network. This strategy aims to control the increase of the headlosses, as only
part of the consumers will be supplied during a period of the day. Thus, the main pipes will
not be overloaded and the power required for the pumping stations will remain low. The
proposed procedure first divides the network into sub-systems using a k-means algorithm.
Then, with the number of sub-systems defined, an optimal scheduling of their supply will be
done. Each sub-system can have different time periods of supply, as bigger sub-system will
require a higher water volume to be supplied. In addition, the pumps will be select to optimize
the operation, and for each period, their rotational speed will be optimized to minimize the
operational costs. The same number of sub-systems will be considered for the number of
pumps in the pumping station, so adequate pumps can be selected to supply each sector. PSO
algorithm will be used to optimize the operation.

Keywords
Water Distribution Network, Intermittent Operation, Sectorization, Optimization.

1 INTRODUCTION

Water Distribution Networks (WDNs) are designed to operate continuously to guarantee comfort
and security for the consumers. However, the population growth, the deterioration of the
infrastructure and periodically droughts lead to a situation where the system is not capable to
attend the demand. When this condition is established, the Intermittent Water Supply (IWS) is
commonly used to mitigate the problem. In this case, the consumers will only have water supplied
during a few hours of the day, and currently, one-third of people are affected by this problem [1].
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Optimal operation in sectorized networks with intermittent water distribution

Despite the attenuation of the water supply problem, [2] highlight that this approach can lead to
other issues, such as pipe bursts, water contamination and increase in energy consumption.

The IWS can be the result of a pressure deficit caused by increased headlosses or a diminished
water source compared to the consumption. Leakages are a significant issue in these situations,
as it contributes both for the pressure and water deficits. As the WDNs becomes larger, its
operation, especially in IWS conditions, becomes more complex, as the adjustment of several
hydraulic components are added to the decision-making process [3]. Thus, as described by [4],
the partition of the network into District Metered Areas (DMAs) can simplify its operation, as each
DMA, with less complexity, can be individually studied. As a result, [5] highlight the improvements
in leakage control, identification of pipe bursts, water quality and security. In addition, the DMAs
can be useful for the IWS, as it allows an equitable water supply for each DMA separately [6].

However, in a WDN supplied by a pump station, the alteration of the operation pattern from
continuous to intermittent can significantly increase the energy consumption, as the pumps will
not operate in their Best Efficiency Point (BEP). [7] shows the importance of the correct selection
of pumps according to the systems characteristics to achieve energy and hydraulic efficiency.
Thus, new pumps can be selected to avoid this issue. However, the change in operation pattern
will also change the consumption pattern. [8] found that IWS leads to a reduction in consumption
per capita, while [9] describes the behaviour to store water in emergency situations and discard
unused “old” water when the supply cycle restarts, increasing the consumption. The number of
operating hours, the average pressure and the social conditions of the consumers are aspects to
consider when evaluating this issue and then, select an appropriate pump to the case. [2] proposes
the full supply of water demand in shorter times. The authors found that this can be achieved, but
with a high operational cost, since the headlosses are significantly increased. Posteriorly, [10]
shown that the rehabilitation of main pipes could solve this issue.

As mentioned above, leakages are a major problem for IWS. Even if the total volume lost is reduced
due to the lower number of hours operating, especially during the night period, when the supply
cycle starts, pumps need to operate with higher head to try attend the demand, and leakage at
some points can increase. Once again, the use of DMAs could be well used in this case, using
smaller pumps at the entrance of each sector, or a pressure reducing valve, in case the DMA is
located at a lower elevation.

This paper proposes the optimal operation of WDN under IWS conditions. First, DMAs are created
using a Social Network Community Detection algorithm. Each sector will be individually supplied
during a certain time, with the goal to attend the total water volume demanded in a shorter period.
The duration and the period of the day will be defined trough an optimization process, as bigger
system can require more time to attend the demand, and the operation of pump stations with
higher power can be avoid during periods with higher energy tariffs. The demand pattern will be
adjusted accordingly to each case. In addition, the scheduling (rotational speed at each operating
hour) and selection (head and flow at BEP) of the pumps located at the entrance of each sector
will be also done in this optimization process, where the Particle Swarm Optimization (PSO) will
be used. The proposed methodology is applied into the OBCL-1 network [11].

2 METHODOLOGY

The proposed methodology to optimize the IWS operation is based on the creation of sectors
(DMAs) and the operation of each one during different periods along the day. The operational
optimization of each sector is based on the minimization of the cost function compound by two
parts: i) energy cost; and ii) water leakage cost. The first is based on the energy consumption of
the pump station to supply the water volume required by the customers of each sector at a
minimal pressure level. The second aims to improve the pressure of the operated sector to values
closer to the minimum required in order to reduce the leakage volume during the operation
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period of the sector. Figure 1 summarizes the process to achieve an optimized operation and the
following sections describe each process presented.

Tariffs Create Hydraulic Intermittent

Indentification Model Operation? DiEale B

Set Pattern

Set Pump Coefficients to

Operation Limits : DMAs

Optimize the
Operation:
Minimize Energy
and Waler Loss

Run the
Optimization
Process Again

Stopping
Criteria Optimized Solution
Achieved?

Figure 1. Flowchart of the proposed optimization for intermittent sectorization operation
2.1. Case Study

The benchmark network OBCL-1, firstly presented by [11] and further studied by [2] for an
optimized intermittent operation, is used as a case study. As presented in Figure 2, it has 269
nodes and 294 pipes, with a daily demand of 14,270 m®. The supply is made by a pump station
composed by four pumps. Each pump will be used to supply a specific DMA to try to operate as
close as possible to its best efficiency point. Finally, the leakage @, is modelled trough emitters,
using Equation 1, with the coefficients a and g set for each node of the network model as 0.03 and
0.5 respectively, the same adopted by [2] to be able to compare the results and visualize the
improvements. Then, the daily leakage volume (DL) can be calculated multiplying the Equation 1
by each time step to be simulated (At) until reaching the total operating time (t) each day from
the first node up to the nth node of the system with emitter as described in Equation 2.

Q= a-hf (1)
n t
DL=73 % Q,,-At )
j=1i=1
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Figure 2. OBCL-1 network

For the economic analysis, the energy and power tariffs, and the cost of water production
considered are presented in Table 1. As there is a significant difference in the water production
costs in Brazil, three different scenarios were evaluated to verify its impact on the operation. The
peak hours (PH) considered are between 17 h and 20 h and the other periods are nonpeak hours
(NPH).

Table 1. Energy and water tariffs

Energy tariff - nonpeak [R$/kWh]* 0.3567
Energy tariff - peak [R$/kWh]* 0.5342
Power tariff - nonpeak [R$/kW]* 13.950
Power tariff - peak [R$/kW]* 43.850
Water production cost - High [R$/m3]* 7.820
Water production cost - Low [R$/m3]* 0.300
Water production cost - Average [R$/m?>]** 3.570

Source: [12]* and [13]**.
2.2. District metered area (DMA) creation

In order to generate the DMAs for intermittent operation, this work applies the methodology
presented by [14]. This methodology is based on data mining technique applied to the water
distribution features for clustering the nodes of the hydraulic model. As data mining algorithm, k-
means [15] is used. K-means is a similarity-based technique for clustering non-labelled data. The
similarity of samples is measured as an Euclidian distance d; ; between a normalized input vector,

x, and the clusters centers ¢ (Equation 3).
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di,j = \/(Xi - Cj)z (3)

The clustering process starts randomly selecting points in the feature space, according to the
number of pre-defined clusters. In this work, the number of clusters (i.e., the number of DMAs) is
defined as four (4), considering the topology of the water distribution system. After defining the
clusters centers, k-means algorithm calculates the distance among all samples and centers
(Equation 4). Each sample is attributed to a cluster according to that distance. Then, the new
center position is recalculated as the average value of all samples belonging to a defined cluster j.

XX

]

Cj = A XxX; € ] (4)
where N; is the number of samples belonging to the cluster j. After recalculate the clusters centers,

the similarity matrix is recalculated and the samples are re-clustered. This process finishes when
the changes on clustering center is lower than a defined limit.

In this work, following [14], the input feature vector is built based on geographic coordinates of
nodes, base demand and elevation. Geographic coordinates are responsible to give information
about the closeness of nodes, regarding those nodes belonging to a DMA should be interconnected
by pipes and control elements. Base demand and elevation can bring to data mining analysis the
hydraulic similarity of the nodes, resulting in a more controllable DMA. This because more similar
hydraulic nodes require similar controls for improving the hydraulic efficiency of the system.

After the clustering process, the DMAs are almost defined. Nevertheless, a post-processing
algorithm is required, since k-means is not able to catch connectivity features of the system.
Eventually, non-connected nodes can belong to the same cluster, that is hydraulic impossible. In
this sense, the post-processing algorithm evaluate the connectivity of all nodes and rearrange each
cluster according to the connectivity of the system.

Finally, boundary pipes should be identified. Those pipes connect two DMAs and they are
responsible for isolation and control of each DMA. Usually, flow meters and control valves are
installed at open boundary pipes, while isolation valves are installed at closed boundary pipes.

2.3. Pattern Distribution

The water consumption (D;), according to Equation 5, is the product of the base demand (D,;,) set
for each node of the hydraulic model - that represents the average daily consumption of
customers connected to the system - by the dimensionless pattern coefficients (g;), that adjust
the base demand for a pattern consumption for a specific hour (t) of the day.

D¢ = Dinqy (5)

As proposed by [2] and assumed in this work, the daily water consumption in CWS is equal to IWS,
being necessary to modify only the pattern coefficients (g;) according to the number of operation
hours of each sector, which results in higher demand flows. So, the difference in the operational
costs is the result exclusively of the improvements in the management of the system, since the
total water volume supplied in CWS and IWS is the same. The pattern for each sector and time
operation are presented in Figure 3.
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Figure 3. Demand pattern (q:) for OBCL-1 Network: (a) continuous operation;(b) sector 1 operation; (c)
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2.4.

Optimal Operation

The optimization of the system consists of selecting an optimized pump (Qggp and Hggp ) and the
respective relative rotational speed for every hour of operation (N;) for each sector. Hence, the
number of variables to be optimized at each sector are t+2, where t is total time of operation.
Then, the variables are evaluated by the objective function (OF) that represent the operational
cost to be minimized, evaluated by the costs with energy and power consumption for each pump
and the leakage volume of the systems, as defined by Equation 6.

where:

Np ¢ 0,-H Np
Yy Ui
OF = _—
) Z [1000 "N
p=1i=1 p=1

t

‘tej] + ) Pnaxctpi + 2 [Q;-At-tw] + Pen

i=1

OF [R$] - objective function to be minimized, describing the operational costs of a day;
Np [dimensionless] - number of pumps operating in the network;

t [h] - time simulation;

Y [N/m?] - specific weight of water;
Q; [m3/s] - pump flow at time ;

H; [m] -

pump head at time i;

7n; [dimensionless] — pump efficiency at time i;
te; [R$/kWh] - energy tariff at time i;
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Prax [KW] - maximum power;

tp; [R$/kW] - power tariff at time i;
Qy,; [m®/h] - flow leakage at time j;
At [h] - time simulation step;

tw [R$/kW] - water production tariff;
Pen [R$] - penalty function.

The energy tariffs and water production costs are obtained from the Energy Company of Minas
Gerais - Brasil (CEMIG) [12] and Brazilian Sanitation Information System (SNIS) [13], both
presented in the section 2.1. The penalty factor (Pen), as presented in Equation 6, is added to
consider the restriction problem, as the optimization method is an unconstrained method. The
constraint considered is the minimum operational pressure, p,,;», in demand nodes, set as 10 m
to respect the minimal pressure established by the Brazilian standards [16]. Thus, the penalty
added to the objective function is calculated with Equation 7, where p is the pressure in a demand
node and f is the penalty coefficient set as 108.

if (0 <Pmin) = Pen = B.|pmin — Pl (7)

The variables are evaluated to achieve an optimized solution by Particle Swarm Optimization
(PSO) proposed by Eberhart and Kennedy in 1995, an algorithm based on the collective response
of flocks of birds [17]. The initial possible solution (X) is randomly initialized and the next solution
is defined by the experience of each particle (or birds) searching the space for the best solution
with a velocity (V) and the collective experience of all the particle (flocks of birds) by three
components, namely: i) inertia coefficient (w); ii) cognitive coefficient (c;); and iii) social
coefficient (c;). Equations 8 and 9 describe mathematically the process to achieve an optimized
solution.

(Xp; = X{) (Xg - X))
S g Tl 8
AL + ¢cy.rand,. AL (8)

Xt =xt+vitlae 9)

t+1 _ t
Vit = w. Vi + ci.rand,.

The search for an optimized solution continues until a criterion is met, assumed as 1,000
iterations or a relative change in the objective function in 20 consecutive iterations below 10-19.
The default values defined in the MATLAB® software for the search components are adopt, where
inertia coefficient (w) is 1.1 and the cognitive (c;) and social (c;) coefficients are 1.49.

3 RESULTS

The benchmark network OBCL-1, firstly presented by [11] and further studied by [2] for an
optimized intermittent operation, is used as a case study. Figure 4 presents the four DMAs created
using the proposed methodology. To define the number of hours that each DMA would be
supplied, the total demand of each of them was evaluated. As the DMA 4 comprises almost 40 %
of the total demand, it was defined a longer period of supply to avoid excessive flows in the pipes,
and consequently higher headlosses, which would significantly increase the power required for
the pump. Thus, DMA 4 is supplied during 9 h of the day, while the remaining three are supplied
in equal periods of 5 h, as there is no significant difference in their demand. Figure 4 shows the
demand pattern adopted for each DMA, considering that the same water volume will be
consumed.
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Figure 4. DMAs created for the intermittent operation

Tables 2, 3 and 4 shows the results for the different scenarios of water production costs. As
expected, the energy consumption increased in all scenarios, as the pumps required more power
to attend the same demand in a shorter period. When the water production cost is high, this
increase in energy costs is even more significant, as economically, it is more relevant to minimize
leakages than to avoid the operation during peak hours. On the other hand, the supply schedule
proposed for each DMA significantly reduced the leakages, as some nodes that would have high
pressures, and therefore, high leakage flow, could be isolated during a certain period. From the
economic point of view, it can be seen that the energy tariffs and the water production costs play
an important role, as for the scenario with low water production cost the continuous operation is
75.7 % better, and for the high and average scenarios, the intermittent operation is 27.6 % and
44.0 % better respectively. These results indicate that systems with a lower relation between
energy tariffs and water productions costs will greatly benefit from the intermittent operation.
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Description Scenario 1: tw = 0.30 R$/m?3
24h* | DMA1 | DMA2 | DMA3 | DMA4

Sector Energy Consumption [kWh] - 688 59 377 1,468
Daily Energy Consumption [kWh] 581 2,592
Sector Leakage (m?) - 252 240 272 952
Daily Leakage (m?) 5,900 1,717
Daily Leakage (%) 29.3 10.7
Sector Energy Cost (R$) - 2,195 720 1,206 2,917
Sector Leakage Cost (R$) - 76 72 82 286
Daily Energy Cost (R$) 2,500 7,039
Daily Leakage Cost (R$) 1,800 515
Daily Operation Cost (R$) 4,300 7,554
Economic Efficiency (%) = -75.7

Source: [2]*

Table 3. Results for the optimized operation for the high-water production cost

Description Scenario 2: tw = 7.82 R$/m?

24h* | DMA1 | DMA2 | DMA3 | DMA4
Sector Energy Consumption [kWh] - 688 59 377 1,494
Daily Energy Consumption [kWh] 608 2,618
Sector Leakage (m?) - 252 240 271 940
Daily Leakage (m?) 5,800 1,704
Daily Leakage (%) 28.9 10.7
Sector Energy Cost (R$) - 2,197 721 1,206 7,354
Sector Leakage Cost (R$) - 1,970 1,878 2,122 2,956
Daily Energy Cost (R$) 2,500 11,479
Daily Leakage Cost (R$) 45,600 8,926
Daily Operation Cost (R$) 48,100 20,406
Economic Efficiency (%) = 57.6

Source: [2]*
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Table 4. Results for the optimized operation for the average water production cost

Description Scenario 3: tw = 3.57 R$/m?3
24h* | DMA1 | DMA2 | DMA3 | DMA4

Sector Energy Consumption [kWh] - 687 59 377 1,482
Daily Energy Consumption [kWh] 556 2,605
Sector Leakage (m?) - 252 240 271 940
Daily Leakage (m?) 5,800 1,704
Daily Leakage (%) 29 10.7
Sector Energy Cost (R$) - 2,196 721 1,206 2,932
Sector Leakage Cost (R$) = 901 858 970 3,373
Daily Energy Cost (R$) 2,700 7,054
Daily Leakage Cost (R$) 20,800 6,101
Daily Operation Cost (R$) 23,500 13,156
Economic Efficiency (%) = 44.0

Source: [2]*
4 CONCLUSIONS

This paper presented a methodology to operate a WDN under an intermittent cycle, trying to
supply the same volume for the consumer but in a shorter period. For this, DMAs were created
and the supply period of each of them was defined according to their total demand, with the bigger
DMA being supplied for a longer period to avoid excessive headlosses. Then an optimization was
made to select a specific pump to supply each DMA, so its operation is as close as possible form its
best efficiency point, reducing the energy consumption. The results showed that the intermittent
operation significantly increase the energy consumption to attend the demand in a shorter period,
but also reduces significantly the water losses, as high pressures points can be isolated during
some periods. Thus, it is expected that systems with a low relation between energy tariffs and
water production costs are the ones that could achieve a greater economic benefit from the
intermittent operation.
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Abstract

Extreme weather events caused by climate change are becoming more frequent all across the
world, particularly in the Northern Hemisphere, where these events manifest themselves as
more severe or long-lasting rainfalls. Because the typical response, infrastructure
refurbishment, is costly and time consuming, it is necessary to develop and implement
alternative, more resource efficient, stormwater management methods. The methods must
benefit both the urbanites as well as the natural environment, but they must be grounded on
a comparative examination of alternatives.

The purpose of this paper is to evaluate the trade-offs between several stormwater control
strategies in the context of climate change, such as no intervention, water quality-based
intervention, water quantity-based intervention, and a combined approach. Each of the
aforementioned approaches is considered to have intrinsic advantages and disadvantages that
should be examined and quantified. Analysis of these trade-offs is critical because it provides
some insight into the feasibility of implementing various stormwater management strategies
for protecting the environment.

The SWMM software was used to analyse the various scenarios, and the model was built using
data from multiple national databases as well as data sets provided by the Municipality of
Viimsi in Estonia.

This study confirmed that water quality protection can be prioritized even in densely
populated areas without jeopardizing citizens’ well-being or causing unnecessary floods. This
can be accomplished even with simple rule-based control if the necessary hardware, such as
sensors and flow devices for digitalizing and combining inter-linking stormwater
infrastructure are installed on-site. Through the SWMM simulations it was determined that
digitalization of the stormwater solutions allows for a 30-92% reduction in flow, and
consequently a 50-90% reduction in pollution load entering the Baltic Sea.

Keywords
SWMM, stormwater water quality, rule-based control, e-monitoring, stormwater management, feasibility.

1 INTRODUCTION

In recent years various agencies, consultancies, and international organizations have produced a
plethora of reports covering the state of global water infrastructure [1, 2, 3]. Despite the fact that
these documents have been composed by different organizations, they all have come to the same
conclusion: globally there exists a massive infrastructure investment gap (drinking water,
wastewater, and stormwater systems), which according to the Global Infrastructure Outlook (A
G20 Initiative) could be worth up to $700 billion [1]. The bulk of this money is required to replace
outdated pipes, pumps, storage facilities, and ensure the proper operation of sewage and
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Is water quality-based stormwater management actually feasible? A SWMM based study of the trade-offs of various stormwater
management approaches

stormwater treatment facilities, and thus protect the people and environment from the harmful
effects of floods and pollution. If this growing investment gap is not bridged, then in the future,
the reliability of water infrastructure shall decrease, and the frequency of emergencies caused by
the infrastructure breaks and failures shall increase and the effects of these malfunctions may
cascade and cause wide scale and severe disruptions in the urban environment.

Undoing the effects of years of chronic underfunding in the water sector is a challenging task,
particularly if the goal is to bridge the gap without jeopardizing stakeholders’ long-term financial
stability. Achieving such a goal requires deliberate planning and foresight, as well as a shift in
stakeholder engagement. It is necessary to change the way that we think about, organize, and
manage stormwater, our urban environments and infrastructure [4]. Today’s typical stormwater
management solution is technical, relying on a network of engineered systems, however, such
systems are designed for specific scenarios and modifying or refurbishing such systems in
response to climate change is costly and time-consuming. A good attempt for reconciling these
inherent weaknesses is done through the implementation of nature-based solutions. These
systems, although requiring extensive planning and large initial investments may offer significant
long-term benefits through increasing the resiliency of the urban environments to climatic
fluctuations [5]. A plausible approach for leveraging the strengths and weaknesses of technical
and natural systems is digitalization as it may allow to further reduce the volume of required
infrastructure investments, lower the long-term operating and maintenance costs, and improve
the provision of environmental and climate services. Overall, these hybrid systems are expected
to be superior in every aspect in comparison to the individual systems as they enhance the
strengths of individual systems by mitigating the weaknesses of them. Thus, these systems
provide improved capacity to attenuate, buffer, retain, treat, and route stormwater flow and they
are seemingly an adequate solution for future proofing the urban environment in face of climate
change [6, 7].

Finding an optimal stormwater management solution requires balancing three objectives: cost
(energy consumption, land use, construction, maintenance, rehabilitation, future proofing related
to climate change), stormwater quantity and stormwater quality. It is necessary to strike a balance
between these objectives while accounting for model-related uncertainties (stochastic or
deterministic models) and the type of infrastructure on site (e.g., combined sewers or separate
sewers) [8]. Many researchers have investigated the digitalization of stormwater systems and the
various control approaches for their management and the control approaches have fallen broadly
into two categories: static and dynamic [8. 9, 10, 11, 12]. Both of these approaches can be
implemented for either the goal of stormwater quantity or stormwater quality management. The
quantity-based approach typically focuses on the prevention of flooding and reduction of
combined sewer overflow events through the control of runoff, and the quality-based approach
typically focuses on pollutant reduction through the manipulation of hydraulic retention time and
limiting the first flush effect. These approaches, however, are not inseparable from one another,
as for example managing water quantity through peak reduction may also improve the water
quality, however, it is typically not the primary goal of such approach.

Dynamic control in hybrid stormwater systems has long been regarded as an appealing
stormwater management approach, however, its viability has so far been limited due to a lack of
appropriate technologies and/or large costs associated with implementing the solutions [8, 9, 13].
The development of increasingly reliable, accurate, and low-cost sensors, along with
advancements in data storage, processing, and transfer technologies has enabled concepts such
as internet of things (IoT) to emerge, which has enabled the development of large-scale,
decentralized solutions. Another catalyst for the widespread application of dynamic systems is
the increase in the availability of off-grid solutions as their costs have dwindled and their energy
production and storage capacities have increased [14, 15]. The primary advantage of a dynamic
system over a static system is its efficiency in responding to a variety of highly stochastic and time
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critical environmental conditions. Although dynamic systems are considered to be more
beneficial, they are not without their shortcomings as they are typically very complex, data
intensive and costly to set up and maintain [11, 16].

The advent IoT solutions, the dwindling sensor and off-grid solution costs, and an annual increase
in the body of knowledge on stormwater quality and quantity aspects gradually prepare us for the
transition from static to dynamic systems. The purpose of this study was to determine the
feasibility of implementing various stormwater management strategies on a small scale at a site
in Viimsi Parish, Estonia. The research used SWMM modelling software and looked at the viability
of three different control strategies: quality-based control, quantity-based control, and a
combined control approach, as well as their viability in various climate scenarios.

2 MATERIAL AND METHODS

2.1 Data and modelling environment

The first step of any modelling task is to define the minimum data accuracy and requirements. The
data requirements for the given study can be divided into three categories:

e Information needed to define the design storm and climate scenarios.
e Information needed for water quantity modelling.
e Information needed for water quality modelling.

Modelling software

SWMM was chosen as the modelling software because it is open source and it has a large user base
in the scientific community, and it can simulate changes in both water quality and quantity. The
input file was generated by utilizing GIStoSWMMS5 [17], this tool required the preparation of 23
input files composed of data on the atmospheric, land surface, sub-surface, and conveyance
compartment, and running them concurrently as a batch file. Although not all data had to be
detailed, it was necessary to provide as much information as possible for at least the following:
physical characteristics of the existing stormwater system, rainfall characteristics, elevation, land
use, and flow directions, in order to create a model with a high level of utility. High utility in the
context of modelling refers to a model that is as accurate as possible in terms of the interactions
between flow routes, sub-catchments, and the stormwater network.

Digital Elevation and Land use data

The majority of the data needed to create the input files was obtained through consultations with
Viimsi Municipality and various open-source databases in Estonia. The Municipality contributed
the stormwater infrastructure data, which included historical geodetic surveys, as-built projects,
and other digitalized data.

The Estonian Land Board website was used to obtain land use and elevation data (5x5 m
resolution) [18]. The land use data was composed of various layers, such as waterbodies,
buildings, green areas, roads and many more, and it was used to define the percentage of
imperviousness of sub catchments. The elevation data was processed with an open-source
toolbox TauDEM [19, 20] in ArcMap, as a result the shape, slope, area, and width of each catchment
was obtained, and this information was used to create the flow direction file (.dir). The direction
file was one of the main files required for running GIStoSWMMS5 tool [17].

Water quality model and data requirements

Total suspended solids (TSS) were chosen as a proxy for stormwater quality estimation. TSS was
chosen because it has been found to be frequently associated with several known contaminants,
including metals (Cu, Cd, Zn, Pb, Cr, As, Ni), nutrients, persistent organic pollutants, and petroleum
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hydrocarbons, and thus it is frequently regarded as one of the main routes of contaminant
transmission into urban waterbodies. Thus, TSS may be considered a source of concern for long-
term human and ecological well-being. The risks related to suspended solids bound fraction of
metals/metalloids are primarily related to the potential for phase shift into more bioavailable
forms, resulting in chronic toxicity [12, 21, 22, 23, 24].

Another important factor in selecting TSS as a proxy for water quality status is its frequently
discovered relationship with water turbidity, which is a parameter that can be monitored in situ
in real time [21, 24, 25]. Because the TSS load reaching the waterbody is frequently linked to
hydraulic retention time, time was chosen as a water quality control parameter. The modelling
goal was to keep the water in the system as long as possible in order to limit the amount of TSS
reaching the outfall and thus limit the export of pollutants from the urban environment to the
aquatic environment. According to Gaborit et. al. 20 hours of hydraulic retention time is sufficient
for approximately 50% of TSS removal and 40 hours of hydraulic retention time is sufficient for
about 90% of TSS removal [26].

Another important factor in water quality was the point of occurrence of pollutant transport.
According to the general body of literature, the pollution load is typically limited by the
accumulation of contaminants from the previous dry days, and they are mobilized by the kinetic
energy of rain drops and the turbulence created by stormwater runoff [27]. A common
phenomenon observed in stormwater quality measurements is first flush, which occurred within
the first 30 minutes at a nearby site in Estonia and ended up flushing at least 50% of pollutant
load. A unitless concentration-volume curve represents this relationship (Figure 1).

Figure 1 Pollutant concentration curve (unitless)

The authors anticipate that by retaining stormwater at appropriate times, it will be possible to
reduce the amount of pollutant load entering the Baltic Sea during storm event while also reducing
the number of storage units and thus the amount of money spent on water quality management.

2.2 Design storm and climate scenarios

The design storm is the acceptable hazard threshold for stormwater systems. This rigid,
frequency-based approach (e.g., based on the probability of the occurrence of a 1-in-10-year event
or 1-in-100-year event occurring) assumes that climate is stationary, and it is heavily reliant on
the accuracy of the previously collected rainfall data. However, it is now widely accepted that our
climate is constantly changing, and the intensity and the variability of climate hazards is
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increasing. This means that the past may no longer be representative of the future and a large part
of our previously designed infrastructure may become overwhelmed. To offset the uncertainties
related to the futureproof design of stormwater infrastructure it is necessary to emulate the effect
of various climate scenarios on the stormwater infrastructure [28].

A design rainfall suggested by Estonian Design Standard (EVS848:2021) [29] with a return period
of 10 years was used to build the NULL scenario of the rainfall. This was achieved by utilizing the
following equation (1):

b
aP (1)
tC

qs =

Where qs refers to average rainfall intensity (mm/h), t refers to the duration of the rainfall (in
minutes), P refers to the return period (years) and b, ¢ are empirical factors which depend on the
location of the site (a= 325.7, b = 0.324, c = 0.77). Following the aforementioned formula an
average precipitation intensity of 68.24 mm/h was calculated.

The runoff distribution acquired from outfall flow measurements was utilized to distribute the
calculated average precipitation across a synthetic rainfall event of two hours. Thus, the total
precipitation was assumed to be 136.48 mm over two hours and the distribution time step was 5
minutes. The distribution may be seen under the Null Scenario in Figure 2.

The NULL Scenario was then adjusted to account for climate change related precipitation increase
by implementing the IPCC’s Representative Concentration Pathway (RCP) methodology. Two
alternative scenarios were chosen - RCP4.5 (intermediate scenario) and RCP8.5 (worst case
scenario). In their report [30], the Estonian Environmental Agency translated the RCP
methodology for Estonian climatic conditions and found that RCP4.5 forecasts an increase of
rainfall intensity by 30% from the baseline conditions (approximately 88.72 mm/h) and RCP8.5
forecasts an increase of 80% from the baseline conditions (approximately 122.84 mm/h). The
RCP4.5 and RCP8.5 scenarios are represented on the same hyetograph as the Null scenario (Figure
2).

Figure 2 Design rain intensity
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2.3 Pilot site description

The study site is located in Viimsi Parish, northeast of Tallinn, on the Viimsi Peninsula. The climate
in this area is considered to be temperate and mild and characterized by warm summers and cold
winters. The average summer temperature is about 20 °C and in the winter about -8°C and the
average yearly precipitation is about 700 mm [31]. The municipality is regarded as one of the
fastest developing areas, and it is actively seeking opportunities to mitigate the negative effects of
development, such as increased runoff and deterioration of stormwater quality. The deterioration
of stormwater quality is expected to contribute to further deterioration of Baltic Sea water quality
and the emergence of potential health hazards for residents who use the Haabneeme Beach for
recreational purposes. The study site size is approximately 271 ha, and it is composed of large
chunks of green areas, such as Laidoner Park and Haabneeme-Klindiastangu landscape protection
area and some still un-developed land parcels near the urban centre. The Parish also has all of the
typical land use types that are commonly in the city, such as residential areas, as well as
commercial, industrial, and recreational space.

The stormwater infrastructure at the study site is currently a mix of typical structural (pipes,
culverts, and manholes) and non-structural (ditches, detention ponds) infrastructure, and there
is no capacity to control this system. The total length of the system is about 57214 meters, with
non-structural infrastructure accounting for 18% of it and structural infrastructure about 82% of
it. Plans are in place to augment this system with modern technologies such as sensors, weirs, and
actuators in the future to enable control. However, there is currently no preliminary assessment
of the optimal placement and potential catchment scale effects of using these devices. Figure 3
depicts an overview of the site.

© naey Boea Maz
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Figure 3 SWMM model of the study site

2.4 Identifying control locations

The proper placement of inundations is critical for stormwater quality and quantity control
because it can increase the efficiency of the control system while significantly reducing potential
economic, environmental, and health hazards. There are several methodologies for selecting
control sites [e.g., 8, 32], but these are beyond the scope of this paper.
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A typical dynamic stormwater management system is composed of the following hardware:
sensors, actuators, power supply, data storage and transfer technology, and a shut-off device, such
as a weir or an orifice. All of this hardware as well as local conditions, such as the slope, inundation
capacity and regulatory constraints, impose concrete limitations on the placement of control
devices. In this study the most appropriate locations were identified based on the following
criteria: possibility of electrification to avoid data loss, ease of access for the maintenance crew,
and no backflow is caused by the inundation (only controlled floods are allowed). Figure 4 depicts
the final locations chosen based on these criteria.

Figure 4 Points of inundation (red lines)

2.5 Control strategies

The points shown in Figure 4 were chosen for stormwater system control as they matched the
expectations of the Municipality and were relatively important from an engineering perspective.
The control points were relatively spacious (pond around 250 m3 and ditch around 350 m3),
assuming that the water level at both of the waterbodies is at 0,5 meters. If the total depth is to be
considered, then the inundation capacity would increase by about 2-3 times.

SWMM model was used to confirm the suitability of the chosen sites and to determine their actual
maximal retention capacity. The modelling compared the following control strategies:

e Option 1: NULL scenario; no control was imposed, and the catchment behaviour was
simulated during design rainfalls of varying intensities. Capacity of the infrastructure to
withstand intense rainfall events was assessed.

e Option 2: Quantity based scenario; controls were imposed based on water quantity - the
priority was to avoid flooding at all costs. Maximum extent of local flooding was compared
with the capacity of the foreseen inundations.

e Option 3: Quality based scenario; controls were imposed based on water quality and it
was assumed that 40 hours of water retention is sufficient to provide at least 90% of TSS
reduction in the outfall.
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e Option 4: Combined scenario; both water quality and quantity were assessed, the goal was
to retain as much water as possible, while keeping the pollutant load (TSS) as low as
possible. It was assumed that 20 hours of water retention is sufficient to provide at least
50% of TSS reduction in the outfall.

The control logic is shown in Figure 5.

Capacity of
low-lying
nodes Shut all Shut all Shut all
Empty valves valves valves
[—
Capacity of Full
low-lying Retain as
pipes Retain water Observe much water
for40h water levels as is needed
at the nodes to avoiding
Status of S flooding
orifices
Closed Retain as
much water Observe
z as is needed water levels
m to avoiding at the nodes
rain flooding
Release
water after Open valves
the end of as needed to
rain event retain as
much water
|las possible in|
the system
for20h

Figure 5 Control Scheme
3 RESULTS AND DISCUSSION

Several rainfall scenarios were simulated to assess their impact on the performance of Viimsi’s
stormwater system, and controls were designed to implement various stormwater management
scenarios, including water quality-based, water quantity-based, and combined. These scenarios
were compared using a 2-hour rain event as a baseline, without considering the effect of
consecutive rainfalls.

Because the stormwater system is not a hypothetical one, the emphasis was on utilizing the
existing space within the system and the environment as a means to increase the hydraulic
retention time of the system. It was assumed that increasing retention time would help to restore
the natural hydrological cycle (through increasing infiltration, evaporation, groundwater
recharge) and improve water quality (through increasing sedimentation, biotic degradation, and
physico-chemical transformations). The stormwater system as a whole was found to be quite well
designed, as the 2-year rainfalls did not cause any flooding within the catchment area, even when
accounting for climate change scenarios RCP4.5 and RCP8.5, which predict 30% and 80% increase
in rainfall intensity. As a result, the resiliency of the stormwater system had to be further tested
with rainfalls of various return periods, such as 5-years and 10-years, which were also adjusted
in accordance with the aforementioned climate scenarios.
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The 10-year return period scenario (RCP8.5) was chosen as the scenario for further modelling
because it had the greatest impact on the stormwater system performance. The model was
initially run without any interventions to determine the behaviour of the system at the critical
nodes and links, as well as the total volume of water leaving the catchment via the outfall. The
baseline scenario, in which no control was implemented, predicted that a 2-hour storm event with
a rainfall intensity of 122 mm/h would result in 3652 m3 of stormwater reaching the Baltic Sea.
Because such a scenario lacks controls, it was assumed that significant improvements could be
made with minor adjustments.

The first approach aimed to reduce the volume of water reaching the Baltic Sea while avoiding
flooding in the urban areas. Similarly, to water quality-based management, orifices were added at
critical nodes and links of the system. During the simulation it was monitored that the capacity of
the system’s nodes was not exceeded. The exceedance of capacity of the nodes refers to avoidance
of floods of the manholes and maintaining the fill of pipes below 0.8. The quantity-based control
demonstrated that by controlling the water level at a few key nodes, the volume of water reaching
the Baltic Sea could be reduced by about 30%. Overflows were used in this approach to avoid
flooding while still utilizing the system’s full capacity. In this case, approximately 2563 m3 of
stormwater was discovered to make its way to the outfall. Because the purpose of this scenario
was not water quality control, the system was emptied as soon as the rainfall event ended.

The second scenario tested on the system was centred on water quality, with the goal of reducing
the pollutantload reaching the Baltic Sea by increasing the volume of water retained in the system.
It was assumed that at least 40 hours hydraulic retention time would suffice to reduce total
suspended solids (TSS) load by approximately 90%. It was determined that by simply maximizing
the utilization of capacity of the existing stormwater pond, pipelines, and ditches within the
catchment by installing orifices in key locations and implementing a simple rule-based control
that focused on retention time and ignored the occurrence of floods in the urban environment, the
volume of water reaching the Baltic Sea could be reduced by about 92%. Only 279 m3 of
stormwater reaches the Baltic Sea in this case. This method ignored the effect of multiple
sequential rainfall events, and the authors acknowledge that significant flooding may occur if a
rainfall even of sufficient intensity and/or total volume occurs.

The third scenario (Figure 6) was a hybrid scenario that aimed to reduce both the volume of water
reaching the Baltic Sea and improve the runoff water quality. The results were obtained by
implementing both time-based control for capturing first flush, observing water level at key nodes
and links, and attempting to keep the stormwater within the system for approximately 20 hours
in total to achieve a 50% reduction in TSS load. Overflows were extensively used in this approach,
resulting in 43% reduction in stormwater volume reaching the Baltic Sea. The estimated total
volume reaching the outlet was about 2092 m3.
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Figure 6 Snip of the model (combined scenario)

An overview of the results may be seen in Table 2 and the dynamics of the outfall are presented
in Figures 7, 8, 9, 10.

Table 1 Control results

Baseline Water quantity Water quality Combined
scenario

Total volume | 3652 2563 279 2092

of runoff (m3)

Reduction (%) | - 30 92 43

Max flow (1/s) | 285.72 455.58 28.83 202.97

Min flow (1/s) | 58.54 202.97 3.79 32.73

£

}

Erepsed Tima (o)

Figure 7 Baseline scenario (no control)
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Figure 10 Combined control scenario

This simulation demonstrated that even small-scale interventions can reduce the total volume of
polluted water reaching the Baltic Sea, as well as optimize the use of the existing stormwater
system and the urban environment, avoiding costly investments in various stormwater
infrastructure such as tanks, pipes, and pumping stations, and limiting the energy spent on water
pumping. In our case, system digitalization enable us to create 1089 to 3373 m3 of relatively low-
cost storage space. The capacity of the entire stormwater network is even greater, so further
system adjustments in appropriate locations promise to increase utilization of the system'’s free

capacity even further.

This work was only a preliminary assessment of the potential for digitalization of stormwater
systems in Viimsi, Estonia. Further steps will be taken in the future to assess the feasibility and
practicability of this approach. Simple rule-based control could be expanded by increasing the
number of control nodes and links to which various terms are assigned, as well as water quality
measurements and modelling could be undertaken to confirm the TSS reduction. The water
quality-based control could aim to keep the TSS load at the outfall below 35 mg/1 by regulating
and slowing the flow and allowing enough time for sedimentation to occur. A criterion of keeping
the node and link capacity below a certain threshold value (e.g., 0.8) could be tested in the case of
the links. These tests could begin with rule-based control and then be expanded to include
proportional-integral-derivative (PID) and even model-predictive controls (MPC). Furthermore,
a concept of traffic data-based stormwater management could be explored, in which a rule is
added to the control algorithm, that some sites within the urban environment can be used as extra
storage space if the data indicates a low volume of movement through the area at certain times of

the day.

4 CONCLUSIONS

The study case based on the Viimsi Parish urban drainage system (UDS) successfully
demonstrated how, by installing sensors and orifices and implementing RTC (even simple rule
based), it is possible to significantly improve the operation of a stormwater system. The
investigation revealed that all types of control strategies allow for a closer relationship to the
natural hydrological cycle by retaining water in the system and reducing the volume of water
released into the Baltic Sea. It also revealed that stormwater management focused on water
quality is feasible; however, caution must be exercised in terms of observing rainfall events -
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various scenarios should be preliminarily investigated, and proper overflows should be installed
to avoid extreme flooding events in the system. An optimal solution appeared to be a combined
solution that seeks to extend the retention period while avoiding floods; this is also the approach
that was deemed to have the most potential for optimization, but this is a matter future research.
In any case, there are trade-offs between various scenarios, and the suitability of a control solution
is heavily dependent on the characteristics of the site - such as the availability of space, the size
and goodness of design of the existing stormwater system, the topography of the area, and the
percentage of impervious area on site.

Replicating this assessment of the stormwater system with rainfalls of different return periods
and for different climate conditions is a promising first step toward further developing a more
complex control logic for a stormwater system of a particular catchment. So far, the results
indicate that realizing RTC may help to create a triple bottom line, this is accomplished through i)
reducing the need for additional infrastructure investments by better utilizing the existing
system'’s capacity, ii) reducing the risk of urban flooding, and iii) significantly improving water
quality.

This research confirmed that even a densely populated catchment may be improved so that water
quality protection is prioritized without jeopardizing citizens’ well-being or causing unnecessary
floods. In order to achieve this water levels at the most critical nodes must be monitored and the
most low-impact sites for inundation must be identified. It was also observed that RTC has the
potential to realize the benefits even in future conditions, where rainfall intensity may increase
by 30% (RCP4.5) or by 80% (RCP8.5).
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Abstract

This paper presents the comparison of second and third order algorithms for steady state
resolution of water distribution networks (WDNs). The algorithms are obtained by using the
direct outflow/pressure relationship and linearizing the global equations using the Newton
Raphson method. The increase in the order of convergence from quadratic to cubic is obtained
by refining system matrices at half Newton Raphson step. Two variants are considered for the
third order algorithm, differing in the evaluation of the matrix expressing the derivative of the
outflow/pressure relationship at WDN nodes: the derivative is evaluated analytically and
numerically for the first and second versions, respectively. Specifically, the numerical
evaluation is obtained by using outflow and head values that are available at the half Newton
Raphson step. The results of applications to five case studies of increasing complexity point
out that the third order algorithm converges in a smaller number of iterations than the second
order algorithm. The third order algorithm with numerical evaluation of the derivative of the
outflow/pressure relationship gives significant benefits in terms of convergence performance
when the service pressure range for passing from no outflow to full outflow conditions at WDN
nodes is small. All the algorithms developed in this work will be considered for
implementation inside the SWANP version 4.0 software.

Keywords
Water distribution networks (WDNs), Pressure-driven modelling, Resolution algorithm; High-order
convergence, Matrix numerical approximation.

1 INTRODUCTION

Simulation models are traditionally used by water utility operators to replicate the nonlinear
behaviour of water distribution networks (WDNs), in both off-line and real-time applications. Off-
line applications concern the use of WDN models calibrated based on historical data collected
from the field for specific managerial objectives, such as contingency planning, network
optimization, and strategy planning [1]. Thanks to the increasing adoption of smart sensors and
smart water metering, the real-time modelling of WDNs has recently started to catch on [2, 3],
with the main aim to proactively simulate WDN behaviour in emergency and other situations not
encountered during the calibration period. Between unsteady flow modelling and extended
period simulation, i.e., WDN resolution in a sequence of steady states, the latter seems to offer
better applicability in the context of real time modelling, considering the trade-off between
consistency of results and computational burden, as long as it is applied with sufficiently long
temporal steps to ensure dampening of hydraulic transients in the WDN [4].

The real-time modelling and management of WDNs requires use of fast, stable, and robust solvers,
which must be used for both simulation and optimization purposes. While the convergence of
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WDN resolution algorithms is very stable in the demand driven modelling, i.e., in the case of no
dependence of nodal outflow on service pressure, the implementation of the pressure driven
modelling is well known to create difficulties for convergence. To tackle this issue, four main
approaches have been used in the scientific literature. The first approach lies in transforming the
pressure driven resolution into an iteration of demand driven resolutions, in which nodal
outflows at the generic iteration are calculated based on the head values obtained at the previous
iteration [5-9]. Among these authors, Alvisi et al. [7] proposed updating nodal outflows across the
algorithm iterations and implemented a relaxation procedure, later refined by Ciaponi and Creaco
[9], on nodal outflows to facilitate convergence. The second approach consists of modifying the
WDN resolution algorithms, by substituting the preferred pressure-driven equation into the mass
conservation equations at WDN nodes. Based on this concept, Giustolisi et al. [10], Wu et al. [11],
Siew and Tanymboh [12] and Elhay et al. [13] used different methods to improve the convergence
behaviour of pressure driven modelling. Giustolisi et al. [10] used a heuristics-based relaxation to
correct both pipe water discharges and nodal heads. Siew and Tanyimboh [12] proposed a
heuristic algorithm based on backtracking and line search to correct only nodal heads. Elhay et al.
[13] proposed a mathematically well-posed damping scheme based on Goldstein’s algorithm, to
be applied on both nodal heads and pipe water discharges. In the third approach, e.g., [14-16], the
inverse outflow-pressure relationship, namely expressing the pressure as a function of the
outflow, is used to eliminate the problem of oscillations. The fourth, and last, approach was
recently proposed by Creaco et al. [17] and consists of using high order algorithms in the direct
outflow-pressure relationship, namely expressing the outflow as a function of the pressure.
Starting from the traditional second order algorithms, the high order algorithms, such as the third
order ones, are obtained by refining the evaluation of system matrices at the generic iteration of
WDN resolution.

The present paper is the follow-up of the paper of Creaco et al. [17] and aims to present some
additional results on the comparison of second and third order WDN resolution algorithms based
on the direct outflow-pressure relationship, as well as to provide insights on the treatment of
system matrices expressing the outflow/pressure relationship, to improve the algorithm
convergence performance.

2 ALGORITHMS FOR WDN RESOLUTION

2.1 Pressure driven modelling

For a WDN with p pipes and n nodes, including n; nodes with unknown head (demanding nodes)
and no nodes with known head (source or tanks), the steady state modelling of WDNs includes the
following system of p energy balance equation and n: mass balance equations, written in the
compact vector form:

A1r A2y Q) _ —AgoHp 1
Gayy A G =Cg (1)
in which Q (p,1) and H (n1,1) are the unknown vectors, i.e., the vectors of water discharges at pipe
and heads at unknown head nodes, respectively. Ho (no,1) is the vector of heads at known head
nodes. Ao (p, no) and A1z (p, n1) are matrices obtaining by extracting the no and ni columns
associated with the known and unknown head nodes, respectively, from the topological incidence
matrix A (p, n). This matrix is constructed in such a way that the generic i-th row helps identifying
the upstream and downstream end node, according to the arbitrarily defined positive direction in
the generic i-th pipe. In the i-th row, the element A(i.j) associated with the j-th node is equal to -1
or 1 if the j-th node is the upstream or downstream node of the i-th pipe, respectively. Otherwise,
A(ij) = 0 if the j-th node does not belong to the i-th pipe. Finally, A21 (p, n1), A11 (p, p) and A2z (ny,
n1) are the transpose matrix of A1z, a diagonal matrix expressing the resistance of the WDN pipes
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and a diagonal matrix expressing the ratio of outflow to head for the unknown head nodes,
respectively. The various pressure driven relationships for the evaluation of user consumption
and leakage can be easily considered for the construction of Az,. As an example, for the Wagner et
al. [18] pressure driven formulation, the expression of the element Az, (i, 7) associated with the
generic i-th node with unknown head is:

0 H < Hpin
H—Hpnin “d
- ———) = Hppm<H<H
Ay (iy0) = (Hdes — Hmin) g imin des (2)
d
{ E H = Hges

In which d and H are the demand and head of the generic i-th node, respectively. Hmin = Z + hmin and
Hges = Z + hges, in which hpin and hges are the minimum head for having a positive outflow and the
desired head for full demand satisfaction, respectively.

0.04
0.03 A

0.02 4

Ay, (i, 1) (m?/s)

0.01 4

0.00 rrr...trn .. ..& . . . T r . & r r v v r 1 rr & ¢t [t °r T [ T T 1T
0 5 10 15 20 25 30 35 40

H (m)

Figure 1. Pattern of the generic diagonal element of A2z as a function of H for Hnin=10 m, Haes=30 m and
a=0.5.

2.2 Second order Newton Raphson Method

The system of equations (1) can be solved iteratively by applying the Newton Raphson method,
as explained by Todini and Rossman [19]. If Hk and Qk are the vectors H and Q, respectively, at the
generic k-th iteration, the vectors Hk+1 and Qk+1 at the new iteration can be obtained by solving
the two following vector equations (3) and (4), respectively:

(A21D1fA1; — Do) H¥! = (A D7 [(D11 — A11)QX — AggHg] + A HE — Dy HE}) ()

4
D;1Q%"! = D41 QK — (A11Q% + A H*™ + A oHy) )

in which D11 and D»; are diagonal matrices that can be calculated analytically as D11=d(A11Q)/dQ
and D22=d(AzzH)/dH. As an example, for the Wagner et al. [18] pressure driven formulation, the

analytical expression of the element D2, (i, i) (Figure 2) associated with the generic i-th node with
unknown head is:
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0 H < H,in
[ i ¢ H—Hpi)*'d Hpm <H<H (5)
Dy (i,0) = { (Hyos — Hmin)a( — Huin) min = 1 = Hges
0 H = Hdes

All matrices A11, A2z, D11 and D2 are evaluated based on the values of Q and H at iteration k.

0.15 7
0.10 7
0.05 7
000 f¥——m—m—-"r-—"/rH—m"""+—"+—+—++——+—++r————
0 10 20 30 40
H (m)

Figure 2. Pattern of the generic diagonal element of D22 as a function of H for Hnin=10 m, Haes=30 m and
a=0.5.

From equation (3), the new vector Hk+! of heads at demanding nodes can be obtained through the
solution of the linear system of n; equations. From equation (4), the new vector Qk+1 of pipe water
discharges can be obtained through the solution of p independent linear equations.

To speed up convergence, the second order Newton Raphson method can be dampened by
applying the following underrelaxation to the heads:

Hk+1 — Hk + Ak(Hk+1 _ Hk) (6)
in which A% is a number between 0 and 1, to be evaluated at each iteration as explained by Creaco
et al. [17]. Therefore, the second order dampened Newton-Raphson method is applied by first
solving the vector equation (3), then applying underrelaxation (6) and finally solving the vector
equation (4).

2.3 Third order Newton Raphson Method

As explained by Creaco et al. [17], the increase in the order of convergence is obtained by refining
the evaluation of matrices D11 and D2: at the generic iteration at half Newton Raphson step. To
accomplish this, the second order Newton Raphson is initially applied to obtain first estimates for
the vectors H and Q of nodal heads and pipe water discharges respectively. These first estimates
are indicated as Hk+Lie and Qk+Lie respectively. Then, the nodal head and pipe water discharge
vectors at half Newton Raphson step are derived as:
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. Hk 4 gktLie (7)
=
. 8
Qk+1/2 _ Qk + Qk+1,le ( )
2

After evaluation of the refined matrices D11 and D22 based on the vectors Hk+1/2 and Qk+1/2 at half
Newton Raphson step, the sequence of vector equations (3), (6) and (4) is repeated to obtain the
vectors Hk*1 and Q&+1 at the new iteration. As Creaco et al. [17] proved, the increase in the order
of convergence from quadratic to cubic yields significant benefits in terms of convergence
performance under pressure driven modelling conditions.

2.4 Numerical approximation of D3,

The presence of derivative discontinuities in the outflow/pressure relationship, which makes
matrix D22 discontinuous, is known to slow down the convergence of WDN resolution algorithms
under pressure driven modelling conditions. As an example, this happens in the Wagner et al. [18]
formulation for H=Hpi» and H=Hg.s (see equation 5 and Figure 2). While Creaco et al. [17] proposed
the regularization of matrix D2, for the third order Newton Raphson algorithm, this work
proposes its numerical evaluation to obtain its smoothening. Remembering that D22=d(A22H)/dH,
this can be done by calculating the generic element of D2, in the second step of the third order
Newton Raphson algorithm as:

AL HY — A, H™ ©)
H*—H~

In which H* and H- can be set equal to H1ie and Hk, respectively. Furthermore, A3, and A3, are

the elements A»; (i,i) evaluated at H* and H-, respectively. In the first step of the third order Newton

Raphson algorithm, except for the first iteration in which equation (5) is applied, D22 is set equal
to its value in the second step of the previous iteration.

Da,(i,0) =

3 APPLICATIONS

Five case studies of increasing complexity (Figure 3) were considered in this paper to show the
comparison of the second order algorithm (S0), third order algorithm with analytically calculated
matrix D2z (third order variant 1 TO1) and third order algorithm with numerically calculated
matrix D2 (third order variant 2 TO2). The first case study is the branched WDN of Gupta and
Bhave [20] with no=1, n1=4 and p=4. The second case study is the 2-looped WDN of Deuerlein et
al. [14] with no=1, n1=4 and p=6. The third case study is the 3-looped WDN of Hanoi [21] with no=1,
n1=31 and p=34. The fourth case study is the 49 looped WDN of Modena [22] with no=4, n1=268
and p=317. Finally, the fifth case study is the 11-looped WDN of Balerma [23] with no=4, n1=443
and p=454. The data concerning the features of WDN nodes and pipes can be found in the
referenced works or in [16].

The algorithms SO, TO1 and TO2 of the present work were tested against the five case studies
considering various values of hmin and hges. Specifically, the values hmi» = 0 m and hges = 20 m were
considered for the first and second case studies. For the three remaining case studies, four pairs
of hmin and hg.s were analyzed, namely hmin = 10 m - hges = 40 m, Amin = 10 m - hges = 30 m, hpmin = 10
m - hges = 20 m, hmin = 10 m - hges = 10.1 m, to create increasingly challenging pressure driven
conditions. In fact, the closer hmin and hqes, the smaller the service pressure variation required for
increasing the generic nodal outflow from 0 to the desired demand d.

While the three algorithms analysed always converged to the same solution, the number of
iterations required for convergence varied a lot. In case studies 1, 2, 4 and 5, the simple algorithm
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SO proved capable of converging in less than 10 iterations in the case of sufficiently large service
pressure range [Amin, Ades], i-€., Rdes -hmin=210 m. Problems of convergence were always observed in
case study 3, in which large head oscillations were noticed during the iterations, and in all case
studies when hges -hmin=0.1 m. The use of the third order algorithm yielded benefits in terms of
convergence performance, in comparison with SO. However, TO1 still needed more than 30
iterations to converge in case studies 4 and 5 for hges -hmi»=0.1 m. This problem was totally fixed
in TO2. Except for case studies 4 and 5 in the case of hges -hmin=0.1 m, featuring a number of
iterations equal to 14 and 13, respectively, TO2 always converged in a number of iterations lower
than or equal to 6.

d) e)

Figure 3. WDN s of case studies a) 1, b) 2, c) 3, d) 4 and e) 5.
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Table 1. Convergence performance of second order (SO) and third order (TO1 and TO2) Newton Raphson
algorithms for WDN resolution in the five case studies.

Network hmin  Nes SO TO1 TO2
(m) (m) Iterations Iterations Iterations
1 0 20 4 3 3
2 0 20 6 5 5
3a 10 40 56 5 4
3b 10 30 56 12 5
3c 10 20 56 15 5
3d 10 10.1 103 9 6
4a 10 40 4 4 4
4b 10 30 4 4 4
4c 10 20 5 4 4
4d 10 10.1 42 38 14
5a 10 40 5 5 4
5b 10 30 5 5 4
5¢ 10 20 7 5 4
5d 10 10.1 60 34 13

4 CONCLUSIONS

In this work, a comparison of second and third order algorithms for steady state resolution of
WDNs was carried out. These algorithms were obtained by using the direct outflow/pressure
relationship and linearizing the global equations using the Newton Raphson method. The increase
in convergence order from quadratic to cubic was obtained by refining system matrices at half
Newton Raphson step. The numerical approximation of the matrix expressing the derivative of
the outflow/pressure relationship was proposed as a novel aspect of the present work. Globally,
the results of the applications to five case studies of increasing complexity pointed out that:

e All the algorithms analysed converge to the same solution.

e The convergence of the second order algorithm is observed to slow down in case studies
where nodal heads tend to oscillate and when the service pressure range for passing from
no outflow to outflow is small.

e The third order algorithm features better convergence performance, especially when the
matrix expressing the derivative of the outflow/pressure relationship is numerically
approximated.

The algorithms developed in the present work are being considered for implementation inside
the SWANP version 4.0 software [24], which enables tackling various kinds of modeling, design,
and managerial problems for WDNs
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Abstract

Water Distribution Networks (WDNs) are responsible for the majority of the costs in a water
supply system. Thus, it is reasonable to carefully evaluate the possible interventions to achieve
the one with the best cost benefit. Usually, WDN’s projects are designed for a life cycle of 20
years, but many systems are already operating longer than this, up to 100 years. Obviously,
several maintenance services are necessary during this period, but the knowledge of how the
system deteriorate can help the management of these services and keep the operational
efficiency high, Therefore, in this work the deterioration of the components of a WDN is
evaluated trough the economic losses generated and the pressure deficit. The pipe
deterioration is modelled considering the roughness increases at a certain rate. Pumps
deterioration are similarly modelled, considering the formation of internal roughness that
increases the internal recirculation. Finally, the demand increase is also modelled considering
the population growth rate and a minimum leakage flow rate. In addition, pressure dependent
leakages are modelled as an orifice, maintaining its characteristics constant during the
simulation. The results shown that maintenance services are essential for the efficient
operation of WDNs, with leakages representing the most impactful problem.

Keywords
Water distribution networks, energy efficiency, life cycle, maintenance.

1 INTRODUCTION

Water Distribution Networks (WDNs) represent the major cost of the infrastructure of water
supply systems. In addition, the performance of the networks directly reflects on operational
costs, since pumping stations are designed to attend the consumers demand, in both quantity
(flow) and quality (pressure). In addition, leakages are an imperative problem of WDNs, and the
leaking flow impacts both in the energy costs of pumping stations as in the treatment of raw water.
Therefore, the design of WDNs is one of the most important problems in water supply systems,
and different approaches have been proposed to achieve solutions economic and technically
feasible.

Firstly, the focuses was on the most cost effective solution, where the pipes diameter were
minimized to achieve the lowest cost, while maintaining the minimum required pressure on the
network [1]. As good as this approach sounds, as highlighted by different authors [2-4] this
strategy can be harmful for other parameters, as water quality and the network resilience. Thus,
multiobjective optimization and multicriteria analysis were studied trying to balance operational
parameters with a reasonable performance in all aspects. [5] presented a methodology to improve
the design of the WDN by increasing the diameter of main pipes to increase the energy recovery
potential through a pump operating as turbine, thus reducing the net operational costs.

Even if an optimal solution is achieved, the operation of the WDN can create several conditions
that deteriorate the infrastructure during its life cycle. Water quality, soil condition, laying
methods, pipe material and pressure surges are just a few parameters that can create failure
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conditions of the system [6]. As highlighted by [7], age or the remaining life of the infrastructure
are a good criterion for the management of the WDN. Although a pipe failure is very harmful to
the system, it can also be quickly fixed, since it is easy to identify the problem. On the other hand,
leakages can occur in several points of the infrastructure as small holes in pipes, joints and fittings,
reservoirs floor and walls and consumers metering [8]. These small leakages are hard to identify,
since there is no visual signal, and they tend to increase during the WDN life, as highlighted by [9]
and reinforced by the results found by [10], that shown the change of old pipes was more effective
for leakage control than pressure management.

When the WDN requires the use of pump stations, the design becomes even more complex. Pipes
costs are inversely proportional to the energy costs for pumping, larger diameters reduce the head
losses, and consequently, the required power by the pumps. [11] proposes a joint optimization for
pipes diameters and pump selection, while [12] also includes the pump location as a problem in
the WDN design. As can be expected, pumps also deteriorate during the WDN life, reducing its
capacity and efficiency. In addition, its operational point can be drastically affected by the
deterioration of other components, as pipes roughness and leakages.

Therefore, in this paper a sensitivity analysis is made to evaluate the energy, hydraulic and
economic aspects of the deterioration of a WDN. Pipe deterioration is modelled considering
roughness increase at a certain rate, as proposed by [13]. Pumps deterioration are similarly
modelled, considering the formation of an internal roughness that increases the internal
recirculation [14]. Finally, the demand increase is also modelled considering the population
growth rate [15] and a minimum leakage flow rate, economically unfeasible to be fixed. According
to the model proposed by [16], the minimum leakage can be calculated using the total length of
the WDN and the population. A pressure dependent leakage is also modelled as an orifice. During
the simulation time, all orifice features are kept constant. The results show that maintenance
services are essential for the efficient operation of WDNs, with leakages representing the most
impactful problem.

2 WDN DETERIORATION

2.1 General features of deterioration scenarios

WDNs are subject to deterioration over their lifetime in several ways. Pipes increase internal
roughness due to factors such as water quality, pipe diameter, age, and the material [17]. Pipe
roughness increases leads to an increase also to the system's head losses, and consequently, the
operation characteristics of the system should be changed due to the pressure deficit created. The
system's water demand is another important factor to be evaluated. Along the life cycle of the
WDN, the water demand of the consuming population in addition to leakage tends to present
changes. These changes in demand will directly impact energy consumption, as they can
drastically modify the operating point of pumping stations. In addition, the pumps can also
deteriorate over time due to misalignment, excessive vibration, and corrosion. As the pumps
deteriorates, the hydraulic power provided is compromised and the WDN's overall operating
efficiency is harmed.

Thus, this paper proposes to evaluate the parameters that can deteriorate the WDN efficiency over
its lifetime. These are the roughness of the pipes, the water demand (consumption and leakages),
and the deterioration of the pumps.

For this, the Matlab R2021 software is used for the elaboration of algorithms, which coupled to
the Epanet hydraulic simulator [18] and using the Epanet-Matlab Toolkit developed by [19],
performs the hydraulic simulations and the modifications to evaluate the proposed deterioration
scenarios. For the analyses, 3 scenarios are prepared, as discussed in the following sections, in
which certain parameters are changed over the life cycle of the WDN. In addition, a scenario
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considered ideal is elaborated to be used as a benchmark for comparison with the data observed
in the other scenarios.

Some features used in hydraulic simulations are the same for all scenarios and are summarized
as:

o All developed scenarios are simulated in 20-year life cycle periods. As the deterioration
processes discussed in this paper occur slowly, hourly hydraulic simulations are performed
in a period of 24 hours, and observed data in this period are considered to represent the
average of a typical day of the year. In this way, the simulation of the entire life cycle of the
WDN is reduced to 20 consecutive daily hydraulic simulations.

e The costs of water losses due to leaks and the costs of electrical energy with the operation
of the pumps are considered. For the electricity costs, the tariff differences between on-peak
and off-peak hours are considered, observing the current tariffs of the [20]. The costs of
leakage are considered through the costs of water production [21].

e In order to evaluate the hydraulic performance of the WDN, with regard to the operating
pressures, the critical nodes of the network are analysed for all scenarios. Critical pressure
is given as the lowest value observed at any consumption node of the WDN.

2.2 Ideal scenario

In the ideal scenario, the hydraulic components of the WDN remain as the initial characteristics
along the entire life cycle. However, the water demand and a given value of minimum leakages
(economically unfeasible to be fixed) increase proportionally with population growth, as both
features are not manageable through the WDN improvement. The method of demographic
components adjusted to a 3rd degree polynomial is used to estimate the population in each year
of the simulation. This method is used by the Brazilian Institute of Geography and Statistics and
the United Nations [15,22]. The 3rd polynomial used is given by Equation 1, in which the
parameters adopted were the values assigned to the state of Minas Gerais in Brazil [15].

Y =aX3+bX% +cX+d (1)
Where:

Y [n°]: Population;

X: Year; and

a, b, ¢ and d: adjustment coefficients of the polynomial equation (a=0.0000004335;
b=-0.0000023355; ¢=-0.0007653779; d=1.0003835392)

The minimum leakages considered in the WDN are calculated according to Equation 6, described
in more detail in section 2.4. This ideal scenario is used as a benchmark for comparison, as this is
the best situation among the scenarios evaluated.

2.3 Scenario for evaluation the deterioration of pipes

The process of deterioration of pipes can be classified in two categories: i) structural
deterioration, which reduces the ability of pipes to withstand mechanical stress; and ii) functional
deterioration, associated with the increase in the roughness of the internal surface of the pipes,
reducing their hydraulic capacity [17,23]. Pipes age, material, diameter, the characteristics of the
surrounding soil, external load and water quality are among the main factors related to the pipe
deterioration rate [17].

Since in this paper the risk of failure is not considered, only the functional deterioration is
evaluated. This deterioration relates to the pressure drop in the pipeline 4h, and can be calculated
using the Hazen-Williams equation (Equation 2).
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Q 1,85
AR =10653(7) DL (2)

Where:

Q [m3/s]: is the flow in the pipe;

L [m]: is the length of the pipe;

D [m]: is the diameter of the pipe; and

C: is the Hazen-Williams head loss coefficient.

The increase in pipe roughness changes the head loss of the WDN. This change reduces the
available pressure for the consumers and, in critical conditions, can lead to an intermittency in the
supply. To maintain the pressures above the minimum required, it is necessary to change the
operational rules of the system and increase the hydraulic power by starting more pumps or
increasing its speed when variable speed drives are available. In both cases, the adopted measures
will reflect in an increase of electric energy consumption.

To consider its impact a new roughness is calculated each year using the methodology presented
in [13], where the roughness increase at a constant rate as shown in Equation 3.

eyt at
C = 18,0 — 37,2 X logi{— =) 3)

Where:

C: Hazen-Williams Parameter;

ep [mm]: Initial absolute roughness;

a [mm/year]: Roughness increase rate;

t [years]: Time; and

D [m]: pipe diameter.

The values of initial roughness and rate of increase are respectively 0.18 mm and 0.094488
mm/year [13]. However, these values contain many associated uncertainties, due to direct

measurement difficulty [17,24]. Thus, as a way to evaluate the uncertainties and the impact of the
roughness increase in the WDN operation, different rates re used as shown in Table 1.

Table 1. Rates of increase in the internal roughness of pipes

Rates [mm/year]
50% 80% Ref:100% 120% 150%
0.047244 0.07559 0.094488 0.113386 0.141732

2.4 Scenario for evaluating the leakage rate

Water losses correspond to the water volume distributed but not accounted [25]. At WDN, this
volume encompass actual losses, such as leakages, and apparent losses, such as clandestine
connections. To calculate the flow of water lost through a single leakage, the formulation given by
equation 4 is often used [26-28].

q = C4A(2gh)°*» (4)
Where:

q [m3/s]: is the leakage flow;

C, : is the emission coefficient;

A [m?]: is the leakage area;

g [m/s?]: is the gravitational acceleration; and
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h [m]: is the pressure load on the leakage.

However, for application in real WDN and hydraulic modelling through software, such as EPANET,
Equation 4 can be rewritten in a more general way, according to Equation 5 [18,26]. In that case,
the values of C; and y must be calibrated to the WDN under study.

q = Cqh” (5)
Where:

C, : is the emission coefficient; and
y: is the emission exponent.

By default, the EPANET software uses the value of the emission exponent equal to 0.5, often used
in the modelling of holes and nozzles. In addition, studies suggest similar values for WDN [26,29].
This leakage modelling is used to represent water losses that can be fixed, as they have a great
economic impact. However, small leakages, as observed in domiciliary connections and pipe
junctions, are hard to identify, resulting in a cost/benefit relation that is not attractive to fix it.
Thus, the proposal given by [16] is used to estimate the minimum losses in the WDN. This
formulation considers the network length and the number of consumers to estimate the minimum
value of leakages, as shown in Equation 6.

N,
Gmin = 54 + 2.7 (L—”) (6)
T

Where:

Qmin [M®/km]: is the minimum volume of leakages to be considered;
N,, : is the number of customers served; and

L, [km]: is the total length of the network pipes.

In the equations proposed for modelling the leakages, it is observed that the volume of leakages
changes with the variation of pressure at the node when modelled through Equation 5 (daily
variation), and with the variation of the population when modelled by Equation 6 (yearly
variation). Finally, as done for the pipe roughness, the emission coefficient is changed to different
values to evaluate the sensitivity of the WDN to different water losses percentages, as shown in
Table 2.

Table 2. Values used for the emission coefficient

Values used for the Cy4
25% 70% Ref: 100% 130% 175%
0.125 0.350 0.500 0.650 0.875

2.5 Scenario for evaluating the deterioration of the pump

Pumps used in WDN are subject to deterioration over life cycle, especially if maintenance plans
are not carried out properly. Several factors, such as cavitation, corrosion, incrustations,
misalignments and excessive vibrations can interfere in this deterioration process, which reflects
on the pump performance. [30] suggest that the two main mechanisms lead to pump performance
decrease: ii) the development of an internal flow due to gaps; and ii) increase in the roughness of
the internal surface of the pumps.

Following the methodology initially proposed by [30], and used by [14], the change in pump head
over its life cycle can be calculated according to Equation 7.
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Hp=w(a(

Q+R*2 Q+R Q.2
_ X (7)
” ) +b( ” ) +c KTt(w))

Where:

H'p [m]: Corrected pump head;

w: relative speed;

a, b and c: Pump curve coefficients;

Q [1/s]: Pump flow;

R [1/s]: Pump internal recirculation flow;
K7 : Internal roughness increase rate; and
t [h]: Cumulative operating time.

The pump internal recirculation flow R, varies with the initial head and with the clearance in the
pump impeller wear ring, calculated according to Equation 8.

3

R = 2yD HY® (V A S ) (8)
a’p 75Xc+L  75Xcy+L

Where:

y [N/m?]: Specific gravity of water;
Dq [mm]: Wear ring diameter;

Hy, [m]: Initial pump head;

L [mm]: Axial length of wear ring;

¢ [mm]: Wear ring clearance; and

¢o [mm]: Initial wear ring clearance.

The clearance in the pump impeller wear ring (c) increases with a deterioration parameter p,
given according to Equation 9.

c=cyXIn(Bt+e) 9)
Where:

¢ [mm]: Wear ring clearance;

Co [mm]: Initial wear ring clearance;

B: Parameter of wear ring deterioration;
t [h]: Cumulative operating time; and

e: Euler number.

There are no reference values for the deterioration parameters K; and S. Ideally, both should be
obtained through calibrations made for each situation. However, in the elaboration of this
proposal, the values given by [14], respectively 1.0 X 10~° and 5.0 x 1073, are used as reference.
To analyze the impact of severe and mild deteriorations, other rates are used. The rates are
changed in values between 10 times lower and 10 times higher than the reference values, as
shown in Table 3.

Table 3. Values used in the parameters Ky and f§

Parameter change ratesiK; and 8

2022, Universitat Politécnica de Valéncia

2nd WDSA/CCWI Joint Conference 08



Evangelista et al. (2022)

coefficient 10% 20% 50% 100% 200% 500% 1000%
Kr x107° 0.1 0.2 0.5 1.0 2.0 5.0 10
B x1073 0.5 1.0 25 5.0 10.0 25 50

2.6 Case study

For the development of the case study, the WDN called Anytown is used, conceived by [31], shown
in Figure 1. The WDN consists of 40 pipes and 19 nodes supplied by two tanks and a pump station
connected to a reservoir used as the only water source for the system.

Figure 1. Water distribution network Anytown

All proposed scenarios and their respective variations are applied to this WDN. The annual total
costs are calculated according to Equation 10. In addition, for each year of operation the minimum
hourly pressure of the network is determined.

(10)

Cyear = Ci..ft;yplcal X Dyear
Where:
Cyear [R$]: is the total cost during the year of operation;
Ciypical [R$]: is the cost during a typical day of the year of operation; and
Dy qr: is the number of days in the year.

Typical day costs are calculated as the sum of electricity costs during the day of operation,
summed to the costs related to leakage during the same period, according to Equation 11.

24
Ctypical = (Dener X Pmax) +2 (P(i) X Ceneri?é‘i)) + (VOl(i) x Cvoli?ﬁ‘i)) (11)
i=1

Where:
Ctypical [R$]: is the total cost during the typical day;
P [kwh]: is the energy consumed in the hour i;
Cenerigiy [R$/kwh]: is the cost of electricity in the hour i;
Dener [R$/KW]: is the cost with electrical energy demand;
P ax [KW]: is the maximum power achieved in the period considered;
Vol [m?3]: is the volume of water lost in the hour i; and
Coouiti) [R$/m?>]: is the cost of producing water in the hour i.
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For electricity costs, power demand and energy tariffs were considered at peak times (period
between 5 and 7 PM), where tariffs are more expensive, and at off-peak times, when tariffs are
cheaper, according to the current rates of the Energy Company of Minas Gerais in Brazil [32].
Leakage costs are calculated as the product of the cost of water production and the volume of
water lost [21]. Table 2.4 summarizes the costs considered.

Table 4 - Values used to calculate total costs

Off-peak times Peak times W
ater
Demand o Demand i
Electricity Electricity fg:td[%jtrls%
[$/Kwh] [$] [$/Kwhi 3]
0.35666 13.95 0.53425 43.85 0.30
3 RESULTS

3.1 Pipe deterioration

Figure 2 shows the total annual costs, for each rate of increase in the internal roughness of the
pipes evaluated. The overlap of the lines indicates that the different rates of increase in roughness
do not cause direct changes in operating costs, since the pump operating point is not altered by
changes in roughness. This occurs because the modeling of the WDN is demand driven, so the
water consumption remains the same despite any pressure variation.

6
4.4 10 2
R
PP
T
43 e B® &
2
g4.2 scenarios
o +50% <120%
2 *80% +150%
4.1+ 100% <> Ideal
4. . 1 | 1 |
0 5 10 15 20
Time [year]

Figure 2. Total costs for each roughness increase rate

However, the operating pressures of the WDN are constantly reducing, as shown in Figure 3, both
due to population growth (water demand) and the increase in pipe roughness, which increase the
head losses. Thus, to maintain a minimum pressure required, it would be necessary to change the
operating point of the pump, or add another one, which would change the operating costs. It's
worth noticing in Figure 2 that, compared to the ideal scenario, the operating costs are 6.2%
higher in every year, result of the addition of the minimum leakage.

Figure 3 shows the critical pressures of the WDN each year during its life cycle. The pressure
observed in the initial year is the same for all scenarios, however for the different rates of increase
in roughness there is a significant deviation in the behavior of pressures over time. In the scenario
where the average rate (0.09448 mm/year) is used, the critical pressure in the WDN decreases
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until the value of 20 m (minimum required pressure according to [13]) in the 11th year and 10 m
(minimum required pressure according to the [33]) in the 20t year of operation. When the
roughness increase rate is 50% higher than the average value (0.141732 mm/year), the worst
case scenario considered, the pressure of 20 m is reached in the 8th year and the 10 m in the 15t
year of operation, earlier compared to the average scenario. In the case of the best scenario, with
the roughness increase rate 50% lower than the average value (0.047244 mm/year), the pressure
of 20 m is reached only in the 18t year of operation and the pressure of 10 m is always satisfied.

50
40/
E
2
2 30
n
4
a
< 20
;‘é’ scenarios
8 +50% ><120%)
107 #80% +150%
100% < Ideal =
0 I} 1 L |
0 5 10 15 20

Time [year]
Figure 3. Critical pressures for each roughness increase rate

With the roughness increase rate 50% higher than the average value, the critical pressure at the
end of the WDN lifecycle is 67.1% lower than the average rate scenario. When the roughness
increase rate is 50% less than the average value, the critical pressure at the end of the WDN life
cycle is 86.5% greater than the average rate scenario. The critical pressure values presented show
how harmful the pipe deterioration can be for the WDN operation. On the other hand, when the
deterioration is not severe, the pipe roughness has a very small impact, which shows the
importance of the knowledge of system characteristics, especially water quality parameters, pipe
material and soil characteristics, which can be an indicative of potential problems. Table 5
presents the critical pressures and the percentages in relation to the ideal scenario, for the
pressure value at the beginning and end of the WDN life cycle.

Table 5. Critical pressures at the beginning and end of the life cycle for each roughness increase rate and for
the ideal scenario

Scenarios
Scenarios Ideal 50% 80% Ref: 100% 120% 150%
Rates [mm/year] - 0.047244 0.07559 0.094488 | 0.113386 | 0.141732
Pressure at the
beginning of the life 45.4 38.9 38.9 38.9 38.9 38.9
cycle [m]
End of life presanrﬁ 41.8 18.7 13.1 10.0 7.1 3.3
_ Differencein| 553% | -68.7% | -761% | -83.0% | -92.1%
relation to the ideal

3.2 Leakages

2022, Universitat Politécnica de Valéncia

2nd WDSA/CCWI Joint Conference 101



Sensitivity Analysis of Water Distribution Networks Deterioration in Hydraulic and Economic Parameters

Figure 4 shows the total costs for each year when only changes in the emission coefficient were
evaluated. Operating costs are significantly impacted by leakages, with the highest total values
observed among all the scenarios evaluated in this work. This because, in addition to increasing
the costs of water lost through the modelled orifices, the pump operation point is considerably
altered due to the greater volume pumped to meet the demand for leakages.

6
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4.2 _ -
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Figure 4. Total for different emission coefficients

When the emission coefficient is 75% higher than the average value (0.875), the total costs in the
final year of the WDN life cycle are 4.5% higher, and when the emission coefficient is 75% lower
(0.125), the total costs is 7.9% lower. Compared to the ideal scenario, the operating costs for the
different leakage percentages are always higher as can be seen in Figure 4. Table 6 presents the
total costs for the end of life cycle of the WDN and the percentage relationship with the ideal
scenario.

Table 6. Total costs in the final year of the WDN life cycle for each emission coefficient compared to the ideal

scenario
Scenarios Ideal 25% 70% Ref: 100% 130% 175%
Coefficients 0 0.125 0.350 0.500 0.650 0.875
Leakage 0 9.0% 14.4% 18.9% 21.8% 25.5%
index

Cost [R$]| 4,159,130 | 4,600,970 | 4,861,670 | 4,997,300 | 5,101,350 | 5,220,960
Difference in

relation to - +10.6% +16.9% +20.2% +22.7% +25.5%
the ideal

Critical pressures in this scenario vary for each emission coefficient considered, as shown in
Figure 5. With the emission coefficient equal to 0.125, the critical pressure is 56.0% greater than
the average value at the end of the life cycle. With the emission coefficient equal to 0.875, the
critical pressure is 42.5% lower than the average value. The critical pressures in the initial year
vary from 14.4 m to 34.6 m, respectively being the worst and best cases evaluated.
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Figure 5. Critical pressures each year for the different emission coefficients

When the pressure of these scenarios is compared with the ideal scenario, it is observed that it is
always lower within the evaluated life cycle. The higher the emission coefficient, the worse it is.

[tis also worth mentioning that the leakage percentages observed in the simulations are still lower
than those observed in Brazil, which presents an average of 39.2 %, but with cities operating with
values well above [21]. This corroborates the importance of leakage control strategies in WDN.

3.3 Pump deterioration

Figure 6 shows the total costs each year over the life cycle of the WDN, for each pump
deterioration rate. Contrary to what would be intuitively expected, as pump deterioration rates
increase, operating costs decrease. A maximum increase of 1.3% is observed in the final year of
the life cycle of the WDN.

scenarios
=-1000% <-100% —10%
#500% ~50% --ldeal
200% 20%

Total cost [R$]
-
N

o 5 10 15 20
Time [year]

Figure 6. Total costs each year for different pump deterioration rates

This because, as the rate of deterioration of the pump increases, the head decrease according to
the formulation used. Once again, as the model is demand driven, the power required to deliver
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water to the consumers is lower, as the head for the same flow is now lower. This behaviour
reflects on the pressure of the WDN as will be following shown. However, it is important to
emphasize that in this case the operating costs should not be evaluated individually, as the
deterioration of the pump can also lead to supply failures due to mechanical problems resulting
from the deterioration of the pump.

Figure 7 shows the critical pressures each year in the WDN, for each pump deterioration rate.
Critical pressures decrease in all scenarios over time, but the decrease is more pronounced as the
rate of deterioration increases. When the pump deterioration rate is 10 times the average value,
the critical pressure at the end of the WDN life is 3.5% lower. When the pump deterioration rate
is 10 times lower than the average rate, the system pressure remains practically the same.
Although these scenarios present variations in critical pressures, with the methodology and rates
adopted for the pump deterioration scenarios in this work, the values suggest that these changes
are not very expressive for the time considered. Thus, if the pumps are capable to deliver the
required flow with a minimum pressure, they should not be the main focus for the system
improvement, since, as already seen in items 3.1 and 3.2, pipes deterioration and leakages have a
greater impact in the operation. However, it is emphasized that maintenance plans must take
place to avoid sudden shortages caused by mechanical failures, which can become more frequent
due to the deterioration process.
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Figure 7. Critical pressures for each rate of deterioration increase

3.4 Evaluation between the average scenarios

Figure 8 shows the total annual costs for the three average scenarios evaluated. In addition, it
shows the ideal scenario, presented earlier, and a new intermediate scenario. In this intermediate
scenario all three average parameters analyzed were considered simultaneously. The main impact
on total costs is clearly caused by leakage, as seen by the different amplitude in the curves. Relative
to the ideal scenario, the total costs each year are 23.4% higher in the leakage scenario and 6.2%
higher in the pump deterioration and roughness change scenarios. The growth of total costs in
each of the scenarios follows a similar rate, given by the slope of the curve, which is related to the
population growth rate. The intermediate scenario presents total costs close to the values
observed in the leakage scenario. This is because in the intermediate scenario, leakage is also
considered in the simulations, in addition to the other parameters.
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Figure 8. Total costs for each year of the evaluated scenarios

Figure 9 shows the critical pressures for the three average scenarios evaluated above, in addition
to the ideal scenario and intermediary. Until the middle of the WDN life cycle, the scenario with
the lowest critical pressures is observed in the leakage scenario. However, from the 10th year
onwards, the pressures are lower in the scenario where the roughness of the pipes changes. The
increase in the roughness of the pipes with the adopted rate causes the pressures to decrease
significantly with time. When associated with the additional demand over the years, due to
population growth, the head losses observed in the WDN significantly increase, reaching levels
where intervention would be necessary for the WDN to continue operating satisfactorily. In
relation to the ideal scenario, the pressures of the roughness change scenario are 4.2 times lower
at the end of the life cycle. In the leak and pump deterioration scenarios, the pressures are 2.1 and
1.2 times lower, respectively.

When the increase in the roughness of the pipes is added to the other parameters evaluated, in
the intermediate case, we observe the worst scenario in terms of pressure in the network. In this
case, the pressure is always lower than all the scenarios evaluated, reaching values that would
require intervention in the first years of operation.
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Figure 9. Critical pressures each year for the evaluated scenarios
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The individual results shown are for evaluating the sensitivity of each parameter. However, in real
systems the deterioration of the parameters occurs simultaneously, as in the intermediate
scenario, and can cause significant impacts. Decisions about network maintenance and
rehabilitation plans need to be made based on the impact (cost/benefit) of each of the parameter,
to keep the WDN operating according to the standards.

4 CONCLUSIONS

In this paper, it was evaluated how the deterioration of the WDN, through the alteration of the
internal roughness of the pipes, the deterioration of the pump and the change in the volume of
leakages, impacted the WDN throughout its life cycle, in terms of operating costs and operating
pressures. With the scenarios evaluated, the following conclusions could be drawn:

e The results show that the deterioration of the network has significant impacts on its
performance, which corroborates what is observed in practice. This shows the importance
of monitoring the functioning of the WDN to verify its efficiency, in addition to assisting in
decision-making on the implementation of rehabilitation plans.

¢ In terms of total costs, leakages were the main responsible for the direct impacts on cost
growth. The increase in water demand due to leakages significantly alters the operating
point of the pumping station, consequently increasing the energy consumption. In addition,
a large percentage of the water produced is wasted.

e WDN operating pressures are significantly altered by increasing pipe roughness. The
observed decrease is a consequence of the increase in the head losses of the system.
Considering that WDN work for life cycles many times longer than 20 years, the
rehabilitation or replacement of pipe sections must be properly planned in order to maintain
efficiency in the network operation.
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Abstract

Water Distribution Networks (WDNs) are complex systems that faces the challenge of
detecting and locating water leaks in the system as quickly as possible due to the need for an
efficient operation that satisfies the growing world demand for water. This paper introduces
an entirely data-driven leak detection and localization method based on flow and pressure
analysis. The method can be divided into leak detection when the fusion data of the flow and
pressure measurements are studied, thus obtaining the instant where the leak starts and if
there is more than one simultaneous leak (multi-leak) occurring in the network. The second
part is the leak localization using the fusion of the pressure residues by applying the radial
base function (RBF) interpolation to obtain the network zone with the highest leak probability.
The method is validated using the L-TOWN benchmark proposed at the Battle of the Leakage
Detection and Isolation Methods (BattLeDIM) 2020 challenge.

Keywords
Leakage detection, Leakage localization, Water distribution networks (WDN), Radial base function (RBF),
Interpolation.

1 INTRODUCTION

The worldwide growing demand for water generates a constant concern about the proper
functioning of the Water Distributions Networks (WDNs). Therefore, the search for new strategies
for detecting, estimating, and locating leaks is an important topic, as water leaks are one of the
main factors in water loss. In addition, it can produce substantial economic losses, infrastructure
damage, and health risks. Because of this, many studies have been carried out to develop WDN
leak detection and location methods. Some of the techniques are based on model-based
approaches, which provide adequate performance. Still, they rely on the calibration of accurate
models and data availability for all possible complex scenarios that some networks are not
available. At the same time, data-driven techniques combine standard operation data and
topological information to detect and locate the presence of the leak, although they may produce
less accurate results.

Works on leak localization applying model-based approaches compare simulated hydraulic
information with actual measurements from the WDN; an example, the research in [1] is based on
the analysis of pressure residues. In another work in [2], the authors use hydraulic models with
Al methods. Moreover, in [3], performing sensitivity analysis and a search space reduction
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Multi-leak detection and isolation in water distribution networks

approach to find the leak's location. In [4,5], combine the use of standard operation data and
topological information. The particular method in [6] studies the effect of the extra flow when a
leak occurs in the pressure sensors presented in the network. It aims at developing a relative
incidence of a leak using network topology correlated with the flow and pressure measurement.
In [7] has more details about the model-based and data-driven methods.

Another important fact is that in real WDNs, the system can instantly have more than one leak.
The Battle of the Leakage Detection and Isolation Methods (BattLeDIM) [8] has raised this concern
by presenting the L-Town network representing a small hypothetical town with 782 inner nodes,
two reservoirs, and one tank. Several challenges were presented in this challenge. One of them
was the rapid detection of leaks and the fact that the system had multiple leaks during the year.
The research [9] presented a method of leak detection and estimation using information from flow
sensors installed in the reservoir. The technique can give an estimate of the magnitude of the leak,
and with a presence of a second leak, the estimation is the sum of these two leaks, being necessary
for a human intervention to evaluate the presence of a multi leak.

This work presents a complementary study of leak detection of work [9]. Presenting an entirely
data-driven technique to leak detection and localization that tackle multi leaks problems that
require minimal topological knowledge of the network and measurements from pressure sensors
distributed at a set of inner nodes and flow sensors installed in the inlets. The case study of the L-
Town network is analyzed to display the improvement of the method.

The rest of the document is organized as follows: Section 2 presents the leak detection and
localization methodology. Section 3 shows the application and the results obtained in the L-TOWN
benchmark proposed at the BattLeDIM. Finally, Section 4 concludes this work.

2 METHODS

An overview of the two steps of leak detection and location and the order in which they are applied
is illustrated in Fig.1—describing the steps for obtaining the leak initiation time information and
calculating the most likely zone to contain a leak. The first leak detection phase descends from the
base of sensor fusion theory using the inlet flow and the pressure measurements of the WDN to
generate virtual measurements, able to detect the start time of the leaks in a multi-leak scenario.
In the second phase, the fused pressure residual of all sensors and the longitude, latitude, and
elevation of each node is applied in the radial base function (RBF) interpolation method to
determine a network zone with the fault. The two steps of leakage identification and leakage
localization are described in detail.

3 LEAKIDENTIFICATION

The fundamental aspect of the detection phases represents the WDN inlet flow and pressure,
approximating the current and historical data. Therefore, the demand and pressure forecasts in
the WDN are out of the scope of this work. However, it can be assumed that a demand forecast
method is calibrated using historical data of the WDN [10] and leak-free pressure estimations that
can be computed through available historical data.

The first step of leak identification, LI-1, is the development of the fusion of flow and pressure
data. This step transforms each hour of the day into different features, having 24 features, and
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Figure 1. Flowchart of the leak detection and localization proposed method

their fusion improves leak detection thanks to reducing the uncertainties and noise in the
measurement.

The first fusion data addressed will be the flow measurement, introduced in [9]. The current
inflow y at time k is given as:

y(k) ="y(k) + e(k) (1)

where k = 0,1,2,3, ... denotes the discrete time corresponding to time 0, Ty, 27Ty, 3T, ..., being Ty
the sample time of demand forecasting model,y (k) is the demand forecast and e(k) is the error
that for this study is considered adjusted by a normal distribution (Gaussian) [10], represented
by the notation N (y, 6?(k + T)) with mean p and standard deviation 6?(k + T), where T is a
periodic variation in time representing the different accuracy of the incoming demand in the
periods of the days. In the case of the presence of a leak, i.el(k) > 0, equation (1) leads to:

y (k) =y(k) + e(k) + (k) =1(k) = y(k) =y (k) = L(k) + e(k) (2)

whereAl(k) approximation of the leak size given by the difference between the actual and the estimated
inlet flow, with a leak estimation error equal to the demand forecasting error. It is possible to generate
different leak estimations using a time window, W considering the current inlet flow value and the
previous values:

w-1
. l(k —©)
(k) =1(k) =Y 7 (3)
i=0

an average leak estimation [(k) can be computed at instant k applying the maximum Likelihood
estimation method to the joint probability distribution of the W estimations fused in [(k)
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Leak detection can be formulated as a change detection problem, 1 will lead to small (but non-
zero) values due to demand estimation errors in a no-leakage scenario. In contrast, its value will
increase in a leakage scenario. Therefore, a threshold V can be calculated to determine the value

ofAZ above it, which can be assumed to be a leak in the WDN.

The value of V can be calculated by applying equation (4) for leak-free historical data, considering
the worst-case scenario V equal to the maximum value of I calculated for all leak-free historical

data, referent the LI-2 step. Furthermore, once 1 is above V is considered a disturbance in the
system alarming to a probable presence of a leak that needs to be validated with the study of data
fusion of pressure measurements, which will be explained in the next topic.

Data fusion of pressure measurements is performed by analyzing pressure residues generated by
comparing internal pressure measurements and leak-free pressure for each sensor, installed in
the WDN, estimates such as:

(k) = pi(c(k)) —pi(c(k))  i=1,..,5s (5)

where 1;(k) , p;(c(k)) and p;(c(k)) are the residual, leak-free pressure estimation, and pressure
measurement at inner node i, c(k) is the operating condition at given instant k defined by inlet
measurements and s is the number of inner sensors installed in the WDN. In the same way as
equation (3), it is possible to generate different residuals analyses using a time window, W, (the
same value of the leak estimations) considering the current residual pressure value and the
previous values. The average pressure residuals™; can be computed at instant k applying the
maximum Likelihood estimation method to the joint probability distribution of the W residuals
analyses fused in:

ZW 1rl(k i)
=0 52(k—1)

fi(k) = 51— i=1,.,s (6)

=0 §Z(k-1)
The finite difference will be applied to demarcate the beginning and end of a leak in the system to
the daily data of residuals fused T;. Being analyzed, the maximum value in every 24 hours, kqq,.
The finite difference corresponds to differential operation, an important concept in calculus

commonly used to smooth nonstationary time series [12] expression of the form f(x) to
f(x + b) — f(x + a). In this study, the difference value Ar; is calculated as follows:

AT (kgqy) = max (7;(kgqy)) — max (7i(kgqy — 24)) i=1,..,s (7)

When a leak occurs in the WDN, all the measurements of the pressure sensors will be affected;
nevertheless, if the sensors closest to the failure show more disturbance. Knowing that the network will
be divided into a groups G = {gy, ..., g}, With the region and the neighbouring sensors as a parameter.
Moreover, the sum of the Ar; of each group will be performed, being normalized in a range of [0,1].

In these analyses, a peak is produced in the signal when has a disturbance in the sensors, for example,
when a leak starts or when it is fixed. To proceed with the leak detection method, a threshold, th, for
each group g1, ..., ga, is calculated with the number of the sensors of the group divided by 3, the leak
detection method can be computed by:
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Ayi(kaay) = {Afgi(kday) A7y (kaay) > thy i=1,...,q, (8)
0 otherwise
The A7y;calculated in equation (8) is set to only present disturbances when a failure is similar to
aleakin the system. To set the analysis for disturbances like a leak repair signature, the threshold
of the first line must be set to Ary;(kqqy) < —thy;.

With the study of equation (4), it is possible to analyse whether the WDN leaks, but it is limited to
when there is only one leak in the system or when there are more leaks with time spaces of more
than time window W. In other words, if multiple leaks co-occur or with a period smaller than W,
the information from equation (4) will only show the sum of the magnitude of all leaks. However,
with the validation of the information with the equation (8), it is possible to know when multiple
leaks happen because it will present a peak in the analysis data, having a better result if the
locations of the leaks are in different groups.

Leak localization zone

The interpolation of data for the WDN has already been studied in other works [2,5]. Still, as
questioned in work [5], the interpolation of measured pressure to the nodes that do not have
sensors trying to identify the fault at a node-level still has a long way to develop. However, the
interpolation of leak indicators to determine the zone close to the sensors that have a fault is of
great help for water companies as it will reduce the system zone for the leak's location.

To predict zones with unmeasured nodes the method will use the following information: (i) the
average pressure residuals of equation (6) available from the installed sensors, (ii) the topological
information of the nodes in the network, and (iii) the Radial basis function (RBF) interpolation
technique.

RBF provides a very general and flexible way of interpolation in multidimensional spaces, even
for unstructured data, where it is often impossible to apply polynomial or spline interpolation, see
for more explanation [14-16]. Due to its good approximation properties, it was chosen in this
work.

The method usually works in d dimensional Euclidean space which is R? fitted with the Euclidean
norm || - ||. The interpolation space consists of all functions of the form:

f) =i h8(x - x;1D (9)

where x is a point in R%, x ; are the centre points for the RBFs (equation (6)), A; are coefficients to
determine, N are points in this space at which the function to be approximated is known, and @(r)
is a radial basis function, set as a multiquadric problem:

B(r) = V1 + g2r2 (10)

where ¢ is the shape parameter (see [13]). The RBF interpolation can be used in any dimension;
in this work, the dimensions used are the latitude, longitude, and elevation of each node in the
WDN, and the average pressure residuals of equation (6) are the values to be interpolated.

4 CASE STUDY

The Battle of the Leakage Detection and Isolation Methods is a challenge provided by the
organizers of the BattLeDIM [8]. The aim is to detect and locate several leaks in a hypothetical city
created with this intent, as depicted in Fig. 2. the city is located in the Northern hemisphere and
regroups a population of about 10,000 people. Thus, higher water usage is expected around
July/August and lower in December/January. The network is divided into three distinct areas:
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Area A is supplied by two reservoirs, each containing flow sensors; Area B that was installed with
a pressure reduction valve (PRV) to help reduce background leakages; and Area C was installed
with a pump and a water tank, with a flow sensor in this pump to control the flow that enters in
the tank. In addition, has been installed in Area C 82 Automated Metered Readings (AMRs), which
is a technology used in utility meters for collecting data that does not require physical access or
visual inspection. The data can be transmitted to a central database, in this area, only ten regular
sensors were distributed. Area C has a significant quantity of AMRS installed in the zone. Because
of that, a model-based approach is a good option to solve the leak localization problem in this area.

In this challenge, the network can be divided into two distinct parts with different challenges: the

first, Area A and Area C containing simultaneous leakage, and the second, Area C containing the
AMR devices.

The leaks in Area A and B of the 2018 year will be addressed in this work. The data set of the
BattLeDIM for this year contains the time and repair location of 9 pipe bursts that were fixed.
Three types of leaks exist:

e Small background leaks with 1%-5% of the average inflow
e Medium pipe breaks with 5%-10%

e Large pipe bursts with leakage flow of more than 10% of the average system inflow
(»501/s)

The water utility corrects significant leaks with a flow rate above 4.5 1/s after a reasonable time
within two months. The leakages have two different time profiles: either abrupt bursts with
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Fiaure 2. Overview of L-town water distribution network
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constant leak flow rates or incipient leaks that evolve until significant outflow rates at which they
remain constant. Fig.3 shows the 12 leaks in 2018, with outflow rates between 1.4 and 9.7 1/s (5
and 35 m 3/h). Three leaks are not fixed, and nine leaks are repaired throughout the year that will

be analysed in this paper in the highlighted order of n.1 to n.9.

To perform the first step of the proposed approach, it is necessary to define the sensors belonging
to group G. In this work, the groups were obtained by the heuristic approach considering the
neighboring sensors and the distance between them. The groups do not have the same number of
sensors since group 1 has more sensors concentrated in the same area. Another factor is the use
of the pressure sensor data in more than one group because if a leak happens in the border zone
between groups, the fault will be identified in more than one group analysis.
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Multi-leak detection and isolation in water distribution networks

Six signals are used to leak detection: first, the { is calculated with the inner flow measurement,
equation (4), and the five-group signals A7, are calculated with the pressure data in equation (8).

Fig.5 presents the result of these six signals, the fig.5 (a) is the [ analysis, which is the first step to
detecting a leak. A red circle is highlight for every time k that the threshold is transposit with a
red line limited in the pressure analysis A7y, fig. 5 (b-f).

When these flow detections happen, it is necessary to validate with the A7, study. When abrupt
bursts faults begin in the WDN, it is possible to remark a peak in the A7, analysis in the group more
affected by the leak. This is the case of leaks number 1 and 7, and it is possible to point out that
leak number 7 started hours before the analysis of the | alarm the fault. A careful analysis needs

to be made in cases where a multi-leak exists, that is leaks number 2-3, leaks number 4-6, e leaks
number 8-9.

In leaks number 2-3, and an incipient leak begins in the pipe p427, which was not repaired, but
the size magnitude is smaller than the other two, and it is impossible to detect it. The other two
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2022, Universitat Politécnica de Valéncia

2nd WDSA/CCWI Joint Conference 115



Alves et al. (2022)

are the types of incipient and bursts. The bursts occur in Area B of the network and affect all A7
signal groups. However, this zone is an isolated area with just one sensor, and a study of it can be
done, see [9]. A second peak can be detected that happens only in Group 1, indicating a probable
second fault in this area: the incipient leak.

Leaks number 4-6 have an extra incipient leak in the pipe p427 that saturates in the meanwhile.
The study of A7, of these times instant needs to have more attention because the leaks 4 and 5 are
situated near each other in groups 1 and 3, and the leak in the pipe p427 is in group 2. Group 1
has five peaks at this period, with the two most prominent peaks identifying leaks 4 and 5. The
other peaks are due to saturation in the pipe p427 and the proximity in the time when leaks start.
Leak number 6 is in group 5, and it is easy to identify the start time because it only affects groups
5 and 4.

The leaks 8-9 are not occurring together. However, the system has three saturated leaks in pipes

p427, p654, and p610 that achieve the saturation moment during the leak 9. In the analysis of | in
this instant is possible only to identify the leaks 8 and 9. In the Ar; examination, group 1 is the
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more affected, having five peaks, not making it clear at which time leaks 8 and 9 started but
indicating a fault in the WDN.

The same analysis can be done when a leak is fixed. Figure 6 shows these results. Fig. 6 (a) is the

same study as 1 of Fig. 5(a) but the black line that propagation to the other A7, signal is when a
leak is fixed in the zone. In all A7 analyses, a peak negative occurs due to a leak repair; the signal

has more than 4 negative peaks caused by some uncertainties of measurements and their
estimations.

To perform the second step of the proposed approach, the time instant of each leak begins more
than the time they are repaired was used to calculate an average of the residues in equation (5) to
apply the RBF interpolation method. Fig. (7) shows the results of the nine fixed leaks. The zones
quoted to have a leak vary according to the location of the fault and how it affects the surrounding
sensors, but for all leaks retaining the apex in red in the region of the leak.
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Figure 7. Graphical comparison of the interpolated states for the nine leaks in the WDN
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5 CONCLUSIONS

In this work, we present a new complete data-driven method utilizing flow and pressure
measurements and the information of longitude, latitude, and elevation of all the nodes in the
WDN to leak detection and location of overlapping leakages purposes. The methodology has been
explained. It has mainly two phases: first, the leak detection, which converts every hour of the day
into features and fuses them to obtain an average flow and pressure measurement signal. The leak
detection method is a multi-validate problem that starts with a study of the fused average flow
and validates with the analysis of the fused average residual pressure divided by groups made by
neighbour sensor and the area of the WDN. The second phase is the leak localization zone that
applies the Radial basis function to interpolate the average residual pressure for each sensor to
all the nodes in the network, resulting in the zone most likely to have the fault.

The L-town network utilized in the Battle of the Leakage Detection and Isolation Methods has
been used as a case study. The data studied were from the year 2018 with 12 leaks and only 9
repaired, having two different temporal profiles: burst pipe and incipient leaks that stature in
some instant. The result of the leak detection demonstrates a good result when the leak is of the
bursts type leak. On the other hand, detecting when the leak is incipient with a low growth rate is
difficult because the method evolves with the data. Moreover, the method can detect simultaneous
leaks.

The “leak localization zone” phase is satisfactory, even using only data information and without
resorting to hydraulic models. Also, it was possible to locate the leakage area, limiting it to a single
leak at a time in the WDN. If simultaneous leaks happen, the leak location zone will be the region
closest to the leak, thus increasing the result area. Future work will investigate a clustering
method to obtain the groups in the leak detection phase to define the most appropriate leak
detection and location procedure.
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Abstract

In urban water infrastructure, information and communication technology are presently
concentrated on central facilities (e.g., treatment plant) or are installed at main points in the
urban drainage or water distribution network, e.g., inlet points of district meter areas or
combined sewer overflow structures. In this regard, the Internet of Things concept as part of
smart city development enables a large-scale implementation of measuring equipment and
allows the integration of decentralised elements into an overall controlled system.
Consequently, reliable and suitable information and communication technology is a key
element for the exchange of measurement and control data as well as for the success of these
systems. From a water engineering perspective, it is often difficult to choose the right
information and communication technology for the intended urban water infrastructure
application. Likewise, from an Internet of Things perspective, it is often unclear what kind of
urban water infrastructure applications are feasible, making them difficult to efficiently
implement.

Aim of this work is to develop a first-decision making tool, which can be used by network
operators, researcher, and stakeholders to support supervisory control and data acquisition
development and to realise an efficient information and communication technology system in
the field of network-based urban water infrastructure. In contrast to existing
recommendations, our approach is based on a comprehensive review of required spatial and
temporal resolution of measurement and control data for a wide range of different network-
based urban water infrastructure applications. Subsequently, this enables a targeted
coordination with the properties of communication technologies (e.g., data rate, range, and
quality of service) and leads to a significantly improved and integrative decision-making tool.

Subsequently, we tested the functionality of the framework on two exemplary applications in
urban water infrastructure, namely (1) determining suitable communication technologies for
an early warning system for leakage detection and localisation in water distribution networks
(e.g., (Wireless)Meter-Bus for water meters, long range wide area network for water pressure
sensors, and global system for mobile communications at inlet points of district meter areas,
and (2) identifying feasible applications for an existing long range wide area network (e.g.,
monitoring micro-climate and automatic irrigation at nature-based solutions). Results from
the framework application have been evaluated through a literature review on used
communication technologies, and are found to be consistent with real-word applications. As
conclusion, different communication technologies are necessary to satisfy different
requirements associated with an integrative management of urban water infrastructure.
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Decision making tool, ICT, integrative management, SCADA system, urban water infrastructure
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Smart water applications vs information and communication technologies - an integrative selection framework

1 INTRODUCTION

In urban water infrastructure (UWI), information and communication technology (ICT) are widely
found in central facilities [1], e.g., treatment plants, while the implementation in the networks is
mainly concentrated at the main points, e.g., combined sewer overflow (CSO) structures [2] or
inlet points of district metering areas (DMAs) [3]. In this regard, the Internet of Things (IoT)
concept as part of smart city development enables a large-scale implementation of measuring
equipment even at remote and underground structure [4], thereby increasing the data availability
significantly. Additionally, the IoT concept supports the integration of decentralised network
elements like nature-based solutions (NBS) into an overall controlled system.

Consequently, reliable and suitable ICT is a key element for the exchange of measurement and
control data as well as for the success of these systems. Thereby, the following two challenges can
be identified: (1) from a water engineering perspective, the limitations and benefits of different
IoT concepts are usually unclear and thus it is difficult to choose suitable communication
technologies and (2) from an IoT technology perspective, it is often unclear what kind of UWI
applications are feasible, making them difficult to efficiently implement. To tackle these
challenges, there are several frameworks outlined in literature, e.g., [5-7], in which suitable
communication technologies are suggested based on the area of interest (e.g., smart metering).
However, as concluded in the review of [8], it requires a coordination of the usable communication
technology and the required temporal and spatial resolution of the measurement and control data
to implement an efficient monitoring and controlling network.

To overcome this limitation, we present a first decision making tool in this work. In contrast to
the existing recommendations, our approach is based on a comprehensive review of required
spatial and temporal resolution of measurement and control data as well as used communication
technologies for a wide range of different network-based UWI applications. The decision-making
tool can be used by network operators, researcher, and stakeholders to support supervisory
control and data acquisition (SCADA) development and to realise an efficient ICT system in the
field of network-based UWI.

2 METHODS
The development of the decision making tool is based on the results of the comprehensive review
of [8] as mentioned above. Therefore, the main outcomes are shortly summarised in this chapter.

2.1 Datarequirements of application

Figure 1- 3 gives an overview over the temporal and spatial resolution of different applications in
water distribution and urban drainage networks including nature-based solutions identified from
literature. For the abbreviations used, refer to Table 1. As can be seen, each application is
characterised by different requirements regarding data resolution, which also differ between the
applications.
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Table 1. Abbreviation for used spatial and temporal resolution

PWDM - legislative -

PWDM - maintenance
PWDM - technical
Service pressure

Specific peak factor (unique) --
Specific peak factor (spatial) --
Water loss estimation -
Water pricing billing --
Water pricing - peak --

Colour Temporal resolution |System level |Spatial resolution
u 1s-5min 1 Household scale
u 5 min - 10 min 2 Nature-based solution
10min-1h 3 Network nodes
1h-1d 4 Grid with 100 - 500 m
1d-1m 5 Examination area (e.g., DMA, CSO)
u Im-1y 6 Total area (e.g., city)
Network Quantity Pressure Service
Application abstraction 1 3 4 5 6 1 3 4 5 6 P! vIHP? Additional data
Calibration (quantity) 3
Calibration (quality) 3 Quality (level 4)
Contamination (data-driven) -- Quality (level 4)
Contamination (model) 3 . Quality (level 4)
Cyber-physical attacks 3 Quantity (tanks);
images (seconds)
Design (pipe, pump) 3 Peak factor
Design (water tanks) 4 Quantity (source)
Design (hydropower) 3(-6) 0 Quantity (source)
Development of UWI 4 Precipitation
(level 6)
Hydropower control 3 B Quantity (tanks)
Integrated control (WSN and Soil moisture
NES)= 3 (level 2)
Leakage (data-driven)
Leakage (model-based) 3 *3
Pump scheduling 5 Quantity (tanks)
PWDM — educational -- n

Il!n 1 S
0

Water pricing - scarcity Quantity (source)
‘Water source planning Precipitation
C (level 6)), quantity
(source)

() = possibility, *downscaled to same temporal resolution as other data; pump, 2valve, Shydropower unit,
4critical point (e.g., area with low pressure); *also used with 5 min — 10 min in literature, %also used with 10
min — 1 h in literature, "also used with 1 d — 1 m in literature, %also used with 1 m — 1 y in literature

Figure 1. Spatial and temporal resolution for applications related to water distribution networks (This figure
is reproduced with small alterations (deletion of the reference column) from [8] under an Attribution 4.0
International license (CC BY 4.0)).
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Network Precipitation Quantity  Service q
Application abstraction 2 3 4 5 6 2 3 4 5 6 P! VI WWTP? Additional data
Calibration (hydraulic) 3 (social media)
Calibration (quality) 3 Quality (level 5)
Chemical dosing 5 Quality (level 5)
CSO control (frequency) 5 Quantity (WWTP)
Quantity (storage)
CSO control (quality) 5 Quantity (storage)
Design (pipe, pump, storage, 3
NBS)
Design (CSO - frequency) 3
Design (CSO — quality) 5 Quantity (river)
Quality (river)
Design (heat recovery) - Temperature
(level 5))
Development of UWI 4 ‘Water demand
(level 4)
External inflow detection 5 Quality (level 5)
IDF curves -
Integrated control UDN and 3 Quantity (storage)
large-scale NBS  (basin) .
Integrated control UDN and N
small-scale NBS I I I . [Weather for:
Public health -- Biomarkers
(level 6)
Wastewater-based - Biomarkers*
epidemiology (level 5)

Ipump, 2valve, }wastewater treatment plant; %also used with 5 min — 10 min in literature, *also used with 10 min —
1 h in literature

Figure 2. Spatial and temporal resolution for applications related to urban drainage networks (This figure is
reproduced with small alterations (deletion of the reference column) from [8] under an Attribution 4.0
International license (CC BY 4.0)).
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Design (Bio-retention, detention (eventual in combination
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Design (RWH) Water demand (level 1)
Discharge control (quantity)
Discharge control (quality)
Trrigation control Air humidity
Micro-climate (evapotranspiration) ol Eddy covariance®
Stomatal conductance*®
Irrigation demand
Micro-climate (temperature) ooao Wind speed/direction*

Monitoring (hydraulic) .

Monitoring (biclogic) _

Monitoring (maintenance) Images
lair temperature, air humidity, atmospheric pressure, solar radiation, wind speed, wind
direction wind, valve; 3also used with 10 min — 1 h in literature; * = multiply
measurement points;

Figure 3. Temporal resolution for applications related to nature-based solutions (This figure is reproduced
with small alterations (deletion of the reference column) from [8] under an Attribution 4.0 International
license (CC BY 4.0)).
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2.2 Communication technologies

Figure 4 gives an overview over the communication technologies with transmission ranges and
data rates as characteristic properties. The communication technologies can be subdivided into
wired and wireless communication, using a cable and electromagnetic waves for the exchange of
data, respectively. For more information about communication technologies, refer to relevant
literature [6,9-11].
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] mobile communication
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short/medium ranges | M—Busl
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transmission range {m)

R UREEAL
10 000 100 000

Figure 4. Overview of different communication technologies based on transmission range and data rate (This
figure is reproduced from [8] under an Attribution 4.0 International license (CC BY 4.0)).

For UW], the wired communication technologies fibre optic as the backbone of the internet and
Meter-Bus (M-Wus) for the remote-readout of water meters are of importance. Wired
communication technologies provide a high quality of service as packet losses are low and allow
nearly almost any transmission interval. In contrast to wireless communication technologies, the
installation of wires requires considerable efforts and is less flexible.

Short and medium ranges include a wide range of technologies with a transmission range up to
500 m. For interests are ZigBee (smart home applications), Wireless-Fidelity (Wi-Fi) (public hot
spots) and WM-Bus (alternative for water meters). These communication technologies are
primarily applied in the surroundings of buildings, as the transmission range is limited.

Mobile communication uses radio waves for the transmission of data, and cellular communication
networks cover a large area. For UWI, GSM/GPRS (2G) are widely applied for monitoring and
controlling approaches in UWI. Furthermore, cellular communication operates in licenced
frequency bandwidths, thereby providing a high quality of service with low packet losses.
However, the energy consumption is high, requiring additional approaches for a long-
maintenance operation, e.g., to decrease transmission interval or to include additional energy
sources.
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Low power wide area networks (LPWANSs) support the large-scale implementation of multiple
devices through long transmission ranges and ultra-low-power operation. Leading technologies
are LoRa and Sigfox in the unlicensed frequency bands and NB-IoT in the licensed frequency
bands. Devices using LPWANs for data transmission are most of the time unreachable, as the
transceivers are turned off to save energy. Therefore, these communication technologies are
usable for delay-tolerant applications. Additionally, as Sigfox and LoRa are operating in the
unlicensed bands, they are subject to fair-use policy (max. number of packets and limitation of
packet length) including packet losses, which are depending on number of connected devices and
connection quality.

Summarised, each communication technology has different properties and limitations,
influencing the spatial and temporal resolution of transmittable measurement and control data.
Therefore, it requires a coordination between intended applications and communication
technologies to implement an efficient monitoring and controlling network.

3 RESULTS AND DISCUSSION

The information about required spatial and temporal resolution of measurement data and
communication technologies was used to develop a first-decision making tool to support network
operators, researcher, and stakeholders with the implementation of ICT. This work is primarily
based on real-world implementation, of course, different approaches are also feasible.
Additionally, field test should be carried out before implementation to assess the functionality
under local conditions. The framework is organised into two categories: (1) (near) real-time
transmission of data and (2) transmission of aggregated and historical data.

3.1 Real-time Transmission

Figure 5 gives an overview about recommended communication technology for real-time
transmissions. The first decision criterion is the intended purpose. Real-time monitoring
describes the exchange of monitoring data from the sensor nodes to the central system and
therefor a unidirectional connection is sufficient. In contrast, real-time operation requires a
bidirectional connection for the exchange of status notifications (from the control organ to the
central system) and control commands (from the central system to the control organ). Nearly all
communication technologies support a bidirectional communication, but the number of
downlinks can be limited as with LPWANSs.

Second, the desired properties influence the choice of the communication technology. Real-time
monitoring can be distinguished between text packet (e.g., an identification number, a time point,
and a measurement value) and images, having a packet size in bytes and mega-bytes, respectively.
Therefore, the data rate and the maximum packet length influences the choice of suitable
communication technologies. Real-time operation differs between delay-sensitive applications
(control process should take place immediately) and delay-tolerant applications (delays have only
a limited influence on system performance). Following, the reachability is the decisive factor for
the selection of suitable communication technologies.

Finally, it requires a trade-off between maintenance and installation efforts and the reliability.
Cellular and wired communication provide a high reliability and allow nearly every transmission
interval but require either a wire for data communication or power supply due to high energy
consumption. Therefore, these communication technologies are suitable for only few installation
places. In contrast, LPWANs enable an easy large-scale implementation of sensor nodes with
relative low investment costs. However, they are not suitable for high transmission intervals due
to an increased energy demand. Additionally, Sigfox and LoRa operates in the public frequency
band widths which include also packet losses. In this regard, short and medium range
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technologies can be used for both high spatial and temporal resolution, but the limited range will
require the inclusion of the public to cope with the high installation and maintenance efforts.

. Communication technolo
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'requires involvement of public; “alternative for water meters; *possible to a limited extent - requires feasibility study on site (not recommended); “requires

additional energy sources; *peak -hour pricing — not recommended; *peak -hour pricing — alternative;
Figure 5. Recommended communication technologies for real-time applications.
3.2 Historical and aggregated data

Figure 6 gives an overview about the recommended communication technologies for applications
based on historical data. In contrast to real-time applications, multiple measurement values can
be aggregated and transmitted periodically. As stated before, the maximum packet length is
limited for LPWANSs. Therefore, the first decision criterion is the number of measurement values
per transmitted data packet. For example, the maximum number of measurement values is 6, 120,
and 800 for Sigfox, LoRa, and NB-1oT, respectively, by assuming a storage size of 2 bytes.

Another decision criterion is the reliability of data transmission. Using technologies operating in
the public frequency band widths, data gaps must be expected. In contrast, if a continuous time
series without data gap is needed, wired and cellular communication technologies are
recommended. Additionally, short and medium range technologies represent an alternative for
high spatial resolution.
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Figure 6. Recommended communication technologies for historical and aggregated data.
3.3 Usability of the developed first decision making tool

The developed first decision making tool can be used for following aims: (1) to determine suitable
communication technologies for a selected application in the field of UWI and (2) to identify
feasible applications in the field of UWI for an existing communication network. Therefore, Figure
7 gives an overview of how the first decision making tool can be applied.

Implementation of a monitoring and control network

I
Step 1
Inquire required temporal and spatial
resolution for selected application(s)

Data requirements of applications Step 2
Spatial and temporal resolution of
measurement and control data:
- water distribution networks (Figure 1)
- urban drainage networks (Figure 2)
- nature-based solutions (Figure 3) — .
73 Communication technologies
Wired and wireless communication technologies:
Step 2 . i 5
- real-time transmission (Fignre 5)
- historical and aggregated data (Figure 6)
|

Determine suitable communication
technologies for selected application(s)

Identify feasible applications

Step 1
Obtain boundary conditions

|
Identify applications for existing communication network
Figure 7. Developed first decision making tool.
In the following two examples for applying the developed decision making tool are outlined:

e A network operator decides to install an early warning system for model-based leakage
detection and localisation in the water distribution networks. The workflow is as follows:
First, the spatial and temporal resolution of the required measurement data can be
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obtained in Figure 1, and second, this information is used afterwards in Figure 5 to
determine suitable communication technologies. As the temporal resolution of the
required measurement data is 5 to 10 min and text-based data packets are transmitted,
following communication technologies are selected: (1) (W)M-Bus for water meters
installed in households, (2) LoRaWAN for water pressure sensors in a grid arrangement
of 100 to 500 m as packet losses are acceptable due to the high number of sensors, and (3)
GPRS for water inflow and water pressure at the inlet points of the DMA for a high
reliability of data transmission.

e An infrastructure operator deploys an existing LoRa network and searches for real-time
applications in the field of UWI. The workflow can be described as follows: First, as shown
by Figure 5, LoRa is recommended for text-based data packets with measurement points
ranging from household scale to grid arrangement and a temporal resolution of 5 min to
1 day. Subsequently, this information can be used in Figure 1 -3 to identify feasible real-
time applications. Exemplary applications are monitoring of micro-climate and an
automatic irrigation at nature-based solutions.

The Figures 5 and 6 are based on an extensive literature [8]. As validation, real-world
implementations for the two examples are shown: (W)M-Bus is used for read-out of water meters
[12,13], LoRa is applied for large-scale monitoring of urban drainage and water distribution
networks [13-15] as well as for smart rainwater harvesting [16]; and GPRS is commonly utilised
for single measurement points [17,18], which is in concordance with the recommendations of the
presented framework.

4 CONCLUSION

Reliable and suitable information and communication technologies (ICT) are a key factor for the
implementation of efficient monitoring and controlling systems in the field of urban water
infrastructure (UWI). Additionally, the Internet of Things (IoT) concept allows the installation of
low-cost sensors even at remote and underground structures, thereby providing new possibilities
in the management of UWI. Subsequently, the challenges for both, water engineers (the limitations
and benefits of different IoT concepts are usually unclear) and ICT operator (what kind of UWI
applications are feasible) are increasing.

To tackle these challenges, we presented a detailed first decision making tool for the realisation
of an efficient ICT system in the field of network-based UWI. In contrast to existing
recommendations, our approach is based on a comprehensive review of required spatial and
temporal resolution of measurement and control data for a wide range of network-based UWI
applications. This information was used for a targeted coordination with the properties of
different communication technologies, leading to a significantly improved and integrative
decision-making tool.

The developed framework can be used by network operators, researchers, and stakeholders for
following aims: (1) to determine suitable communication technologies for a selected application
in the field of UWI and (2) vice versa to identify feasible applications in the field of UWI for an
existing communication network. The functionality of the framework was tested by using two
exemplary applications in the field of network-based UWI. The recommended communication
technologies are consistent with real-word implementations, thereby demonstrating the
applicability of our approach. Additionally, the combination of different communication
technologies is necessary to satisfy the requirements for an integrative management of UWI.
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Abstract

In order to detect deliberate or accidental contamination in drinking water distribution
systems (DWDS), typically water quality sensors need to be installed in this system, and the
data need to be analysed in order to feed alert systems and prevent the harm of contamination.
This requires numerical (hydraulic and water quality) models that are as realistic as possible
to support monitoring systems. Currently, water quality models used in the literature adopt
an advective approach and simplified reaction kinetics, such as EPANET, which neglect
diffusion-dispersion phenomena that are relevant in the presence of laminar and transient
flow regimes. Another important aspect providing relevant uncertainty is related to the
simplified estimation of sub-daily water demands that are commonly estimated from highly
aggregated consumption data.

The present study aims to analyse diffusion-dispersive phenomena in a realistic DWDS model,
which shows turbulent, transitional and laminar flows, and compare this to how such a DWDS
would typically be modelled with a coarse estimate of demands. We are therefore considering
two different demand allocation approaches (Top-down and Bottom-up).

In this paper the EPANET advective model and the diffusive-dispersive model, developed in a
previous study, were used to better understand what the effect using the latter approach has
within the DWDS as a function of two different types of demand allocation. To do this, the
models results were compared to numerical tests that were performed on the real network of
Zandvoort (the Netherlands) using a conservative tracer. For the 4 locations considered, it was
noted that the diffusive-dispersive model responds well when using the bottom-up approach
compared to the top-down approach. We found that in order to predict the tracer pattern, the
Top-Down approach of demand allocation does not work well, even when an optimized
diffusive-dispersive model is used. The bottom-up approach of demand allocation leads to far
better results in predicting the tracer patterns, and with the diffusive-dispersive model the
prediction improves even more. This means that in order to model water quality in a DWDS
the first step should be to improve water demand models for this DWDS. This leads to an
improved representation of flow regimes, and will most likely include laminar flows.

Keywords
Dispersion, TD and BU demand allocation, WDN, Water quality, Numerical analysis.

1 INTRODUCTION

Water distribution systems are made up of elements at risk, such as valves, pipes and tanks that
could represent a preferential way for the intrusion of contaminants [1]. To better identify the
occurrence of the contamination, the monitoring system must be able to reduce this risk [2],
maximizing the detection efficiency and minimizing equipment costs [3]. To do this, simulation
tools that manage to represent reality must support it.
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Currently literature studies are based on hydraulic simulation tools, such as EPANET [4], which
adopt a simplified approach regarding water quality, based on advective transport and some
simplified reaction kinetics ( [5], [6], [7]), neglecting the diffusive phenomena.

Although the use of simplified advective approach does not produce significant errors in the event
that the DWDS is subject to a purely turbulent flow regime, they are not able to effectively model
the behaviour of contaminants for laminar and transitional flow regimes, as shown by Piazza et
al. (2020) [8].

Furthermore, the Top-down approach is the one conventionally used for allocating demand
within DWDS and it is used in real applications. It consists of assigning a demand pattern of
multiplier factors (typically taken from the drinking water production station) and correction
factors (base demands) to all demand nodes (typically based on measured annual demands).

To ensure that a model is as representative of reality as possible, as well as being able to solve
adequately the diffusive-dispersive processes [9], it must also be equipped with an accurate
hydraulic model [10].

In this study the EPANET model and EPANET-DD (Dynamic-Dispersion) model, developed by
Piazza et al. 2022 [9], were applied to the really existing network in Zandvoort (Netherlands),
considering two different types of demand allocation (Top-down and Bottom-up). The Bottom-Up
approach, unlike the Top-Down approach, consists in assigning different demand models to all
nodes in the DWDS, according to the characteristics of the nodes. This was possible through the
use of the SIMDEUM [11] which allows to generate stochastic demands according to the types of
users analysed.

The aim of the present study is to analyse how the diffusive-dispersive process is influenced by
the two different types of demand allocation. To do this, the numerical results were compared
with those obtained from the experimental monitoring campaign carried out on the Zandvoort
network in 2008 using a conservative tracer such as sodium chloride. Four locations were
monitored, two of which are located near apartment buildings (Burg. Fennemaplein, De
Ruyterstraat), the third is located in the basement of the hotel (NH hotel) and the fourth is located
in the basement of a small apartment buildings of 15 residences (Sterflat Friedhoffplein).

2 MATERIALS AND METHODS

2.1 Case Study

The Zandvoort network was built in the 1950-1960s and consists of 5.7 km of #100 mm lined
cast iron pipes and 3.5 km of #100 mm PVC pipes; it supplies 1000 homes, 2 hotels and 30 beach
clubs. The area is supplied from one point with a fixed head through a booster pump; there are no
tanks in the network (Figure 1). Inflows are monitored with an electromagnetic flowmeter with
similar characteristics to those used in laboratory experiments and supplied flows are monitored
with turbine flow meters compliant with MID directive (maximum error lower than 5%), variable
depending on water meter age, diameter and installation. The water use in the network was
determined by the historical flow patterns at the stimulation station, measured by the Provincial
Water Company Noord-Holland (PWN), and the domestic water demand accounted for 70% of the
total demand. Drinking water is distributed without any disinfectant, as is common in the
Netherlands.

A tracer study with NaCl was performed between 2 September and 20 October 2008. During the
study, the water service was guaranteed to the users and sodium chloride (NaCl) was used as a
tracer, as it does not cause inconvenience or risks to the health of users and provides results of
good precision and is low cost. The quantities of tracer used were such as not to compromise the
characteristics of the water for normal use. The numerical simulations were carried out

2022, Universitat Politécnica de Valéncia

2nd WDSA/CCWI Joint Conference 132



Piazza et al. (2022)

considering the same conditions used in Blokker et al. 2010 [11]. Electrical conductivity (EC)
values were measured at 4 locations. The modeled results were compared with the experimental
data obtained by the tracer study.

Ceemter, |

ZANDVOOET
- .ﬁumzmm

Figure 1. Layout of the Zandvoort water distribution network.

2.2 Numerical Model

The upgraded version of the EPANET model, used in Piazza et al. 2022 [9], which solved the
dispersion / diffusion equations proposed by Romeo-Gomez and Choi (2011) [12] in quasi-
stationary flow conditions, solving the hydraulic problem in steady-state flow conditions with the
EPANET-MATLAB-Toolkit [13] and the equation of advection-diffusion-dispersion in dynamic
flow conditions in the two-dimensional case with the classical random walk method [14].

The model allows to determine the position of the solute particles in the x and y directions using
equations (1) and (2) as a function of the different flow regimes that occur inside the network,
and the tracer concentration using equation (3).

2 (1)
3 y S
x:x+§ux(1—(g) ) dt +V2 Ef 5 - dt
2
— (2)
y =y +u,dt+V(E +Ep)-dt
Cn (3)
C=—1T—a
(ax ™)

where
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uy and u,, are the velocities along the two x and y axes respectively;

dt is the duration of the contamination event;

d is the pipe diameter;

Ef and Ej, are the forward and backward diffusion coefficients, respectively, as defined by

Romero-Gomez and Choi (2011). In equation (1) they are a function of positive or
negative flow direction.

n is the concentration per unit of particles;
C is th tration p it of particl
L is the length of the pipe;
Ax is the section number of the pipe;

d? . . .
- is the cross-sectional area of the pipe.

The advective-diffusive-dispersive model, suitably calibrated (Eb = 0.05 m2 / s and Ef = 0.3 m2 /
s), was applied to the real Zandvoort network (near Haarlem) in order to compare the results of
the model with the values of the monitoring campaign [11] conducted between 2 September and
20 October 2008.

2.3 Experimental and Numerical Setup

Solute transport monitoring was carried out near two apartment buildings (locations 1 and 2), in
the basement of a hotel (location 3) and in the basement of a small apartment building of 15
residences (location 4) (Figure 1). Monitoring was enabled by dosing sodium chloride (NaCl)
within a booster location nearby the network inlet, raising the electrical conductivity (EC) from
about EC=57 mS/m without dosage to about EC=68 mS/m. Short intermittent tracer events (3
hours) were performed with an inter-event time of 20 hours. The tracer study was carried out for
7 weeks, but here we reported only a few days (the event of 3 September 2008).

Electrical conductivity (EC) values were measured at 4 locations in the system, and two models
were constructed that are distinguished by demand allocation: ModelTD (top-down) and
ModelBU (bottom-up).

The first was allocated to all demand nodes with a correction factor DMP. This correction factor
is the base demand and has been assigned based on the same demand category for all demand
nodes, having a pattern time step of 15 min. The bottom-up demand allocation was done with the
use of the end-use model SIMDEUM that considers a stochastic water demand pattern, obtaining
a specific demand pattern as a function of the different types of demand nodes, having a pattern
time step of 5 min [11]. In order to validate the ModelBU, in the study of Blokker et al. 2010 [11],
10 different SIMDEUM models were used and, in this work, only one was shown as an example.
As leakage in the Netherlands is generally very low (2-4%) ( [15]; [16]), no leakage is assumed in
this network.

3 RESULTS

In Figure 2 and Figure 3 the numerical results obtained from the resolution of the advective and
advective-diffusive-dispersive model respectively were compared, considering both the demand
allocation approaches (Top-Down and Bottom-Up), with the electroconductivity (EC)
measurements collected during a tracer experiment of 3 September 2008, present in Blokker et
al. 2010 [11].

Note that the tracer inserted at the booster location on the 3rd September 2008 reached the
locations Burg. Fennemaplein (Figure 2a), De Ruyterstraat (Figure 2b), NH hotel (Figure 2c) a few
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hours later, while it reached the Sterflat Friedhoffplein location (Figure 2d) one day late, around
9:00 am.

As known from the Figure 2 and the Table 1, in which the values of the Nash-Sutcliffe coefficient
have been reported for the four monitored locations, it is observed that the EPANET advective
model is not at all representative of the measured data, using both demand allocation models.

In fact, itis observed that the tracer event simulated using the Top-Down approach is significantly
anticipated with respect to the real data and, once exceeded, is completely cancelled. In particular,
for the location of Sterflat Friedhoffplein (Figure 2d) it should be noted that the advective model
detects the event one day in advance. Furthermore, considering the Bottom-Up approach, the
advective model tends to provide a much shorter event with a much smaller mass of the tracer
reaching the user.
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Figure 2. Comparison of EC measurements (Blokker et al, 2010) and simulated with only advection
considering Top-down and Bottom-up approach for demand allocation for the 3rd September 2008 tracer
event at Burg. Fennemaplein (a), De Ruyterstraat (b), NH hotel (c), Sterflat Friedhoffplein (d).
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The inadequacy of the advective model in the real data representation is also highlighted by the
values of the Nash-Sutcliffe coefficients which in this case are negative for both models (Table 1).

Table 1. Nash - Sutcliffe coefficient for the Top-down and Bottom-up approach for only advective (adv) and
advective - dispersive - diffusive model (disp) for E» = 0.05 m?/s Er= 0.30 m2/s for the 3 September 2008
tracer event.
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Burg. De NH Hotel Sterflat
Fennemaplein Ruyterstraat Friedhoffplein

Top-Down -0.09 -0.12 -1.07 -0.50

N - S (adv)

Top-Down -0.04 0.78 -0.62 -0.44

N - S (disp)

Bottom-Up | 0.28 0.24 0.22 0.50

N - S (adv)

Bottom-Up | 0.79 0.88 0.68 0.71

N - S (disp)

In Figure 3 it is observed that the advective-diffusive-dispersive model is much more efficient in
representing the experimental data in the case in which use the Bottom-Up model of allocation of
demand.

Using the previously calibrated dispersion coefficients (Ep = 0.05 m2/s Er= 0.30 m2/s), the model
not only manages to centre the peak concentration, but is able to best represent the descending
traits of the pollutogram. This can be seen from Table 1 in which the values of the Nash-Sutcliffe
(N-S) coefficient, used to evaluate the adaptability between the simulated and measured data, are
high and in some cases close to unity.

By comparing the experimental results with the data obtained using the Top-Down model of
demand allocation, it is observed that the model adequately reproduces only the data relating to
the location De Ruyterstraat (Figure 3b). In fact, in this case the model, although with lower peak
values, reproduced the real event with an efficiency of 78%.

In all other cases, the model differs from the experimental data as it not only anticipates the real
event (Figure 3a and Figure 3d), but is also unable to reproduce the shape of the event. This is
more evident in the locations of Figure 3c, in which a double peak occurs, and Figure 3d, in which
the curve is remarkably flattened. To confirm this, it is observed from Table 1 that the values of
the Nash-Sutcliffe coefficient for the above locations are negative and therefore the model is not
suitable for reproducing the real data.
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Figure 3. Comparison of EC measurements (Blokker et al,, 2010) and simulated with dispersion considering
Top-down and Bottom-up approach for demand allocation (backward dispersion coefficient=0.05 m?/s and
forward dispersion coefficient=0.30 m2/s) for the 3rd September 2008 tracer event at Burg. Fennemaplein

(a), De Ruyterstraat (b), NH hotel (c), Sterflat Friedhoffplein (d).

4 CONCLUSIONS

The present study applied the EPANET and EPANET-DD model to the real network of Zandvoort
(Netherlands), considering two different demand allocation models (Top-Down and Bottom-Up).
The models were suitably calibrated from a hydraulic (EPANET and EPANET-DD) and quality
(EPANET-DD) point of view. Different demand patterns were used depending on the demand
allocation model considered: in the first case, a single pattern that was the same for all demand
nodes was chosen with a pattern time step equal to 15 min; in the second case, the demand
patterns were obtained through a SIMDEUM stochastic model as a function of the features of the
demand node (residential house, hotel, etc.) having a pattern time step equal to 5 min.
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Furthermore, the backward and forward dispersion coefficients respectively equal to of 0.05 m2/s
and 0.30 m?/s were calibrated, using the trial-and-error heuristic method through the Nash-
Sutcliffe efficiency coefficient.

The model results were compared with numerical tests performed on the network from 2
September to 20 October 2008 using a conservative tracer.

The analysis showed that by varying the demand allocation model, dispersive and diffusive
processes are relevant in the simulation of solute propagation in water networks.

In fact, using the Top-Down approach for the demand allocation, considering both the advective
model and the advective-diffusive-dispersive model, it is not able to represent real data in
terms of time, as it produces an impulse that arrives several hours before the measured event.
This effect is less accentuated by using the complete model. Furthermore, considering the latter
model, it underestimates the peak concentration of the tracer and also generates a double peak at
the NH Hotel location. Using this approach, only one of the monitored locations (De Ruyterstraat)
was adequately modelled with an efficiency of 78%.

However, in all other cases, the ineffectiveness of the model was highlighted by the negative values
of the Nash-Sutcliffe coefficient, which allows us to evaluate the predictive power of the models
with respect to the measured data.

On the other hand, using the Bottom-Up approach for the demand allocation, the advective-
diffusive-dispersive model is much more performing. In fact, not only it is able to centre the
pollutogram peaks, but it is able to adequately model the shape of the event, with the Nash-
Sutcliffe efficiencies coefficient ranging between 68% and 88%.

The study has highlighted that the use of diffusive-dispersive models coupled with demand
patterns as close as possible to the real demand of the users, allows to obtain models that are very
representative of reality (in terms of time and concentration peaks) and this it can be a valid
modeling tool to be used upstream of optimization models to prevent illegal intrusions into water
distribution networks.
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Abstract

Many scientific problems related to water distribution systems like optimization problems or
sensitivity analysis require the creation and execution of a large number of hydraulic models.
To reduce computation times, different approaches have been used in the past, often by
employing multiple CPU cores to solve the hydraulic equations of a single model or to simulate
multiple models in parallel on a single computer. However, these approaches often cannot
make use of distributed computing. Furthermore, using these approaches in applications with
a (web-based) graphical user interface (GUI) often requires the development of tailored
software solutions and application programming interfaces (API) to link GUI and model
execution backend.

To tackle these issues, we propose COSMOS (Containerised Model Simulator), a highly scalable
Python-based framework which allows for the modification of hydraulic models using
OOPNET, an API between Python and the hydraulic solver of the modelling software EPANET
and can run model simulations. Simulation results can be then further analysed while all these
tasks run encapsulated in containers in a cluster. It also allows to easily link the described
functionality with other applications by providing a REST API.

A standard-based OpenAPI allows for passing hydraulic models and running scientific
workflows via HTTP and generating clients based on the provided OpenAPI schemas, which
simplifies the creation of web-based user interfaces. Python was chosen because of its growing
spread in the scientific community, the availability of data processing and optimization
packages and its high code readability.

Prefect, a data workflow orchestration framework, is employed to create workflows, starting
with the transformation of hydraulic models into JSON representations for further use in web
applications. The models can then be executed and simulated distributed over the available
CPU cores (locally or in a cluster). Further tasks for doing analysis in the cluster can be easily
added if necessary. Hydraulic models and simulation artifacts are stored on S3-compatible
storage and can be easily retrieved.

A main advantage of this approach is the use of containers, which allows for reproducible
workflows. Compared to other high performance computing approaches and container-based
systems, Prefect has the advantage of being able to keep dedicated worker nodes available for
use. This comes in handy especially when dealing with relatively short computation times
where the start of a container might take longer than the actual simulation. Additionally,
simulation data post-processing can be easily added to workflows in Prefect. Furthermore, as
the structure of COSMOS is highly scalable, it can be used for different levels of problem
complexity and simulation runtimes.

Keywords
Hydraulic modelling, EPANET, containerisation, model simulation backend.

2022, Universitat Politécnica de Valéncia

2rd WDSA/CCWI Joint Conference 140


https://doi.org/10.4995/WDSA-CCWI2022.2022.14074
https://orcid.org/0000-0001-6099-9088
https://orcid.org/0000-0002-9766-6962

COSMOS - A framework for containerised, distributed creation, execution and analysis of hydraulic water distribution system models

1 INTRODUCTION

Hydraulic models have a wide variety of applications, from optimization problems like optimal
design or optimal sensor placement, to simulating different kinds of operating conditions like
system failures, to tasks like leak localization. Several application programming interfaces
between the hydraulic modelling software EPANET [1] and different programming interfaces
have been developed to simplify these tasks [2]-[5]. While there are several examples of web
applications that use simulation results from water distribution system models [6]-[9], there
appears to be only one framework that is targeted at linking web applications with simulating
hydraulic models, epanet-js [3].

To link such a web interface with simulating hydraulic models, an interface to a hydraulic solver
is necessary and the library epanet-js, written in JavaScript, provides such an interface. However,
it is not does not provide a framework for running more complex workflows and that supports
the fast simulation of many hydraulic simulations in parallel [3]. Speeding up the execution of
hydraulic models in general has already been of interest to researchers in the past.

One possible way to speed up model execution is to employ several CPU cores in parallel to
simulate a model. Wu and Elsayed developed a parallelization algorithm to concurrently run
hydraulic and quality simulations [10]. Some employed parallelization to compute the individual
models faster by distributing the computational load across several CPU cores [11], [12]. This
approach’s scalability however is limited, since the execution is constrained by the number of
processor cores available at the used workstation. Additionally, Burger et al. found that they were
not able to develop a solver that outperformed EPANET’s solver when using real-world hydraulic
models and even raised the question, if any solver will ever be faster than EPANET’s original
solver [11].

Another approach is to parallelize the computation of a set of hydraulic models. In this case, every
processor core handles the computation of a single model. This approach however is again limited
by the number of processor cores available at the used workstation [13].

Instead of doing calculations on a local workstation, computations can also be outsourced to a
dedicated server infrastructure. Using distributed computing the computational load is spread
across many computers and therefore the number of available CPU cores is increased. This
approach has already been employed in the field of water distribution systems in the past. Alonso
et al. used the Message Passing Interface (MPI) to distribute the calculation of hydraulic equations
across several PCs with a custom hydraulic solver [14]. Wu and Zhu also used MPI to distribute
the optimization of pump schedules [15]. Hu et al. developed a genetic algorithm for sensor
placement that is based on the cluster computing framework Apache Spark [16]. Additionally,
several frameworks written in the popular programming language Python have been developed
for distributing calculations in a cluster in a simple manner. Examples for such frameworks are
Celery, Apache Airflow, Prefect, and Dask.

Any results generated in a scientific context should be reproducible by others to validate
conclusions or develop new methods based on existing research. Containers that package the
environment and software required for running code can help facilitate reproducibility [17].

Containers are similar in their functioning to virtual machines (VMs) as both concepts rely on
virtualization. In contrast to VMs, containers however virtualize software while virtual machines
also virtualize the underlying hardware. Containers in contrast to virtual machines share the
host’s kernel and offer almost the same performance as the host’s operating system, decreased
starting times and a reduced storage footprint on the host machine [14].

Containerizing model execution has several advantages. First, containers can help with analysis
reproducibility. When using a suitable container image repository (e.g., Docker Hub or GitLab),
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versioned images can be kept as an archive and later be reused. Second, it leads to the possibility
to quickly scale the number of available worker nodes by using a suitable orchestration software
(e.g., Kubernetes or Docker Swarm). Third, containers can be easily deployed on workstations
locally, to develop and test the containers. This can be further enhanced with continuous
integration and continuous delivery (CI/CD) systems that automatically test analysis tasks for
their correctness [15] and build the images for the containers. A container image is a blueprint for
containers that include the entire environment and include all code necessary for running the
code in the container.

In this paper we present COSMOS (Containerised Model Simulator), a framework for
containerised hydraulic simulations that employs cloud computing and can be accessed by web-
apps via a standard-based API. Section 2 describes the requirements that were determined while
developing a frontend for hydraulic model simulations. In section 3 different available cloud
computing frameworks are analysed regarding their suitability as web-app backends for scientific
applications. COSMOS itself is described in section 4 and section 5 finally gives an outlook into
further possible enhancements and use cases of COSMOS.

2 REQUIREMENTS FOR HYDRAULIC MODEL SIMULATION WEB-APP BACKENDS

Requirements for a hydraulic model simulation backend were derived during the development of
an interactive web-based application that allows users to execute complex scientific workflows
that are based on hydraulic simulations (e.g., sensitivity analysis or calibration).

The frontend should provide users with the possibility to manage stored models and their
simulation and analysis results and run pre-defined algorithms or tasks via a REST API. Optionally,
a graphical user interface (GUI) should provide a platform for easy execution of workflows.

First, the requirements for the backend were derived. They can be grouped into general, web
application specific and scientific requirements. Below is a list and description of the
requirements that were identified during an internal co-creation process:

Common requirements:
e Scalability

The system should be able to cope with both very short tasks as well as longer-running
and more complex tasks that require the simulation of many hydraulic models at the same
time. This required a framework that allows for scaling from a small number of computing
nodes to a large-scale computing cluster. The web application and the distributed
computing framework should finally be deployed to a Kubernetes cluster.

e Python-based or existing Python client

A well-established programming language was required to reach a wide audience. The
choice fell on Python due to its simple syntax, its many existing libraries (by May 2022 the
Python Package Index listed more than 375.000 projects) in general and especially the
libraries tailored towards scientific usage like NumPy, SciPy or pandas.

e Usage of open-source and free software

Open-Source provides a transparent view on the implementation of the underlying
algorithms and delivers an easy way to communicate about issues in implementations or
get helpful support from the community. Using free software in addition mitigates
financial obstacles for reproducing results.
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Stability and support

A mature and well supported framework was required to guarantee long-term support.
Also, the documentation should be extensive and well written to enable new users to get
into the framework more easily.

General Data Protection Regulation (GDPR) conformity

Scientific analysis is sometimes based on personal data that must be treated according to
GDPR requirements. An on-premises solution was sought after to keep all data on internal
servers in a controlled environment.

Easy-to-use

One of the most important requirements was the usability for users. The platform should
provide convenient and easy-to-use entry points for both experienced developers via a
standard-based API as well as for users without a dedicated IT background via a web GUI.

Centralized and findable

To help other scientist in getting insights in already processed research topics, a history
of executed workflows and their metadata should be centrally stored together with used
parameters and obtained results.

Monitoring and alerting

Users should be alerted about failed tasks and workflows via multiple channels (e.g., email
or different messengers) and querying the current state of running workflows as well as
their results should be possible. Keeping track of computing resources requires easy-to-
use monitoring that allows for assessing the computing resources in use.

Web application specific requirements:

Low-latency Execution

Users should be able to interactively explore algorithms and their results in a responsive
environment. Short running tasks should provide immediate feedback, which lead to the
requirement of “low-latency” workflow executions. This means that when executing a
relatively small number of models with a short runtime, the system should return results
as quickly as possible. This requires a framework that adds little overhead to the executed
analysis and simulation tasks.

Easy API Access

Integrating the platform into other web apps should be possible via an easily accessible
APL. Creating clients in different programming languages should facilitate the integration
in other apps, for example by providing an OpenAPI or GraphQL APL

Result and model storage

Results and models should be stored centrally and in an easy-to-use fashion. Versioning
of results and models should guarantee reproducibility. Hosting the storage on-premises
should be possible as well as access via APIs in different programming languages.

Scientific requirements:

Reproducible and repeatable complex workflows

Main goals for research tasks and workflows are reproducibility and repeatability, so that
others can evaluate and reproduce any generated results. This requires management of
input and output data, the corresponding metadata and which programming code or
workflow description was used to generate the results. Easy exchange and versioning of
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workflow descriptions also contributes to the openness of the methods used and makes it
easier for other researchers to reproduce the results. This also includes any used software
in the workflow run’s environment, for instance EPANET if its hydraulic solver is being
used.

Depending on the algorithms used (e.g., evolutionary algorithms) the need for complex
workflows can arise, where one or many steps can be dependent on the previous ones.
Therefore, only frameworks that already support separating tasks in terms of small units
of code and task dependencies were considered.

e Easy integration into existing scientific software packages

Since Python and its accompanying scientific stack offer a variety of scientific tools, a
solution that provides a similar interface was required. Users familiar with those tools
should be able to transition seamlessly into the new distributed computing environment.

e Easy local development, testing and debugging

Developing workflows locally should allow researchers to test and debug their code. Being
able to run and test algorithms locally before running them in a computing cluster was
deemed necessary to support the scientific workflow.

e Integration with already existing workflows

While the execution of models is the main use case discussed in this paper, an integration
of other already existing scientific tasks like machine learning or measurement data
pipelines would provide a great benefit. The focus however lies on running hydraulic
simulations.

3 DISTRIBUTED COMPUTING FRAMEWORKS

One of the most important aspects of the development of COSMOS was the evaluation of
distributed computing frameworks with Python bindings.

Based on the requirements stated above, several frameworks were evaluated. Frameworks that
did not fulfil all requirements but where the missing features could be implemented with low
effort were also considered. Exchange and versioning of workflow descriptions if not already
integrated into the framework can for instance be provided by git or other versioning systems.
The evaluation was based on the framework documentations and small test runs to get to know
the frameworks. Additionally, some of the software packages listed below have been in use at the
Institute for several years so limitations and features were already clear.

All the frameworks were open-source and freely available. They all provided enough
documentation and support to get to know the frameworks well enough to assess their features.
Only frameworks where scalability according to the requirements listed above was given and
which enable GDPR conformant workflows were considered. Support for containers should
provide a reproducible environment and while the actual implementation between the
frameworks is different, they all provide a way to use containers as execution layers.

Besides full-blown workflow scheduling solutions, GitLab as advocate for classical DevOp
platforms and Jenkins as a more general automation platform were taken into account. Celery and
Dask, while being more low-level in their abstractions, were also evaluated especially because the
web-app approach requires a low-latency execution of certain workflows and tasks. Argo
Workflows was considered because it provides support for running tasks in Kubernetes clusters
as well. HTCondor was added to the mix as a more classical batch system which is often readily
available on super-computers in scientific infrastructures. Prefect as a rather new competitor was
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considered because of its included abstractions and the good documentation. Finally, because of
its widespread usage for cloud computing tasks, Apache Airflow was considered.

Apache Airflow [18]

Apache Airflow is a workflow scheduling and monitoring solution. It provides dynamic
workflow descriptions written in Python, which helps users who already have experience
in Python to generate more formalized workflow descriptions. Versioning of workflow
descriptions is therefore very easy using git or other version control systems. It provides
modular executors which allow scaling to different infrastructures like Kubernetes. It can
act as layer over Celery and Dask which provides great flexibility. Integrated monitoring
and logging as well as great expandability would make this a great solution for many of
the requirements. However, Apache Airflow uses a central scheduling loop and jobs
require a distinct execution date and time, which does not cover the use case of interactive
web applications very well. First tests also showed that it did not behave according to the
low-latency requirement when many workflows with small fast returning tasks are
executed.

Argo Workflows [19]

Argo Workflows is a Kubernetes based and container native workflow-engine with good
documentation and support for complex workflows. Workflows are created using
Kubernetes manifests and can therefore easily be versioned and integrated in Kubernetes
native GitOps frameworks like Argo CD. By using Argo Events the scheduling of workflows
can be abstracted and there are many event-sources supported. Protocols like MQTT or
NATS could then be used to send events that trigger a workflow execution.

Being (only) Kubernetes based can be seen as a plus or minus depending on the use-cases
stated in the requirements. While the main execution platform for the web-application is
a Kubernetes cluster that can be easily scaled, reusing the workflow description in another
infrastructure would not be possible.

The main disadvantage however is the fact that Argo Workflows usually starts containers
in the cluster only when needed and not permanently. While this provides great
reproducibility and repeatability, it also adds significant overhead to the workflow
execution and seems more suited to long running tasks. In our trials the container start
time often exceeded the model execution time, especially when simulating small hydraulic
models with run-times of less than a second. Therefore, the low-latency requirement is
not fulfilled.

Celery [20]

Celery is a distributed task queue system with a large community of users. By building on
a message broker like RabbitMQ or Redis and by deploying long-running workers, it adds
very little. It provides a result backend abstraction which allows for keeping results
connected to the task executions and therefore fulfils some of the centralization and
findability requirements. In comparison to Apache Airflow and Prefect it appears to be a
more low-level framework (for instance Apache Airflow has its dedicated Celery
executor). Celery does not expose a standard based API for starting workflow runs,
although the tool Flower provides API endpoints for monitoring Celery [21]. Triggering
workflows via an API would therefore require the implementation of a custom API with a
web framework like Flask, FastAPI or Django.

Dask [22]

Dask provides readily available larger-than-memory data structures built on common
interfaces like NumPy, pandas or Python iterators making it well-suited for many scientific
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workflows. Switching between a local and a distributed scheduler is easily possible and
does not impact the basic algorithms’ design. The distributed scheduler adds very little
overhead and seems similar in performance to Celery with its message broker approach.
Also of interest are the multiple ways of deploying Dask clusters. It is possible to execute
tasks on Kubernetes, via SSH and even on high performance computing (HPC) resources.
This allows users to design scientific algorithms independent of the infrastructure it is
running on. However, Dask does not include an abstraction layer for workflow definitions
and task execution monitoring via an API.

HTCondor [23]

HTCondor is a batch software which was already used extensively at our Institute for large
scale model execution and well documented. Being a more classical batch system, the tool
DAGMan adds support for workflow definitions. An advantage of HTCondor is the
possibility to use free computing resources from user workstations when they are not in
use. It is very well suited for an extremely large number of models and monitoring can be
performed over the command line. Preliminary tests showed that the low-latency
execution of models was slower than the other approaches. Also there seems to be no
already available monitoring solution that can be integrated easily in a web app.

GitLab [24]

GitLab as a representative for git implementations with support for continuous
integration and continuous delivery (CI/CD) pipelines was considered as well. Some of the
scaling requirements are fulfilled by the concept of GitLab runners and GitLab also
provides an easy-to-use API for querying pipeline runs and their status. However, it seems
not to be very well suited for the low-latency requirement and first tests showed a
considerable delay between starting, scheduling and running pipeline executions.

Jenkins [25]

Jenkins is an open-source automation server and is used for CI/CD pipelines. While being
mainly built for CI/CD pipelines, Jenkins can also be used for more general automation
tasks. Using Jenkins pipelines, reproducibility and repeatability requirements can be
fulfilled by using a version control system. Running pipeline steps either in a Kubernetes
cluster, via SSH on Linux worker nodes and even Windows workstation, the scalability
requirement was met as well. However, as with GitLab, low-latency execution of tasks
could not be achieved.

Prefect [26]

Prefectis a data pipeline orchestration and runtime system that can use Dask for executing
complex workflows. It offers abstractions for tasks, workflows, storage and executors.
Among the supported storages are Docker images, Git, AWS Simple Storage Service (S3)
and Bitbucket. Workflow definitions and result storages can be defined for workflows and
tasks individually. A web interface can be used to trigger workflow runs. Workflow runs
are then started by Agents. Agents provide the environment that is needed to start the
workflow, i.e., they contain all the necessary code and dependencies and keep track of the
workflow run’s status. KubernetesAgents for instance start Kubernetes jobs that first pull
the newest workflow definition from the designated storage and then start the workflow
run. A GraphQL API supports triggering workflow runs, monitoring their status, and
reading a task’s result location in the used storage. Furthermore, since Dask can be used
as an executor, Dask’s API for larger-than-memory objects is available for usage as well.
Prefect can be either used in its free and open-source version called Prefect server, or as
the paid service Prefect Cloud. Prefect Cloud includes further functionalities like user
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authentication and a secret store. Prefect 2.0 Orion is currently under development, which
will include an OpenAPI instead of a GraphQL API.

After the first evaluation, Celery and Prefect seemed to fulfil the requirements better than the
other frameworks. To choose between them, the two frameworks were further evaluated in terms
of the required service infrastructure to assess their integration in scientific workflows. Figure 1
shows Celery’s service structure, while Figure 2 shows a simplified version of Prefect’s structure.

Celery itself does not include an API that enables starting workflow runs via HTTP requests. A
REST API would have to be implemented using a Python web framework like FastAPI, Flask or
Django (“Producer”). This APl would then send a task to a task queue system. Celery offers support
for RabbitMQ, Redis, Amazon SQS and Zookeeper.

The tasks in the task queue are then scattered across Celery workers running in a cluster. These
workers are responsible for executing the tasks (“Consumers”) and need all the dependencies
required for the task’s execution in their environment. The task results are then sent to a central
result backend. Out of the box, Celery supports Redis, RabbitMQ and SQLAlchemy as backend.

Figure 1. Celery service structure.

Prefect follows a slightly different approach by implementing its own task scheduling system and
adding additional layers of abstraction. It also requires more dedicated services to be running.
Prefect uses Apollo and Hasura to host a GraphQL API for many functionalities like starting
workflow runs and querying workflow states. Prefect 2.0 however will implement an OpenAPI.
Using the GraphQL AP]I, users can trigger workflow runs by sending a request to the Prefect Server
or Prefect Cloud, depending on whether Prefect’s cloud service is being used or if Prefect is being
hosted on-premises.

Prefect Agents query Prefect Server/Cloud for any scheduled workflow runs and are responsible
for providing an environment that can execute the workflow (i.e., all dependencies and
requirements are fulfilled in the environment). There are several different Agents available, that
rely on different technologies for providing the environment (e.g., a DockerAgent that starts a
workflow run from within docker containers or a KubernetesAgent that runs flows as Kubernetes
Jobs).
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How the Agent accesses the workflow definition can be controlled by choosing a suitable storage
and including it in the workflow definition. Options range from Python modules accessible within
the Agent’s environment, to GitStorage that pulls the newest workflow definition via git or
DockerStorage which pulls a container image that includes the workflow definition. If a storage
solution like DockerStorage or GitStorage is chosen, the Prefect Agent pulls the newest workflow
definition before executing it.

How a workflow is then executed, is part of the workflow definition. A LocalExecutor executes the
workflow in the Agent’s local environment, while a DaskExecutor can execute tasks in a Dask
cluster.

Finally, results are stored in a Storage as well and the path to the result can be queried via the
GraphQL API.

In addition to the services shown in Figure 2, Prefect also relies on additional services for stopping
tasks that no longer communicate with the API, scheduling new tasks and maintenance routines.

Figure 2. Prefect service structure.

Compared to Celery, Prefect includes more abstractions that can be used to control how artifacts
and workflows are stored or how workflows are executed. It also provides a GUI for starting and
monitoring workflow runs, whereas Celery does not provide any GUI. Different Agents allow for
using different technologies to encapsulate a workflow depending on the available infrastructure
and needs.

Native support for Kubernetes and Docker, a good documentation, the easy syntax that uses
regular Python constructs for defining task dependencies and the additional functionality
provided by Dask in the end lead to Prefect being chosen as basis for COSMOS.

4 COSMOS

COSMOS was created with the intention to provide a platform for executing a variety of different
modelling tasks, from simulating simple hydraulic models to more complex analysis workflows if
necessary. COSMOS is built upon several existing services, frameworks and standards that allow
for an open structure that can be easily enhanced and is focused on reproducibility, easy usage, a
central model and result storage and low-latency task execution.

To develop an API for webapps that is based on Python, one of two hydraulic modelling APIs can
be used: the Water Network Tool for Resilience (WNTR) [5] and OOPNET [2]. Both provide basic
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functionalities like parsing EPANET input files, manipulating hydraulic models and simulating
hydraulic models with EPANET. OOPNET was chosen as basis for COSMOS, since it has been in use
at the Institute for several years and therefore many algorithms have already been implemented
using it. This leads to an increased available codebase for future applications.

4.1 Service structure and functionality

COSMOS employs several services to satisfy the requirements specified in section 2:
e Prefect serves as workflow management and scheduling system
e Dask acts as execution backend

e The Amazon Simple Storage Solution (S3) compatible storage MinlO is used as model and
simulation result storage

e FastAPI provides a RESTful interface following OpenAPI specifications and authorization
o Elasticsearch for finding models and simulation results in the storage backend

To use COSMOS, users first have to upload their hydraulic models via the provided REST API by
sending a POST request to the FastAPI backend. This REST API wraps Prefect’s GraphQL API. This
was done to add a layer of abstraction so that the execution backend can be easily exchanged in
the future, if Prefect 2.0 shows significant advantages after it has reached a stable state. As part of
the upload request, users are able to add tags that can later be used for querying stored models,
and a description. The hydraulic models are then converted into GeoJSON files, which are more
widely compatible with web applications compared to EPANET input files.

Geo]SON is a file format based on JSON (JavaScript Object Notation) but includes geographical
features. It implements different “Geometry” types (e.g., Points, LineStrings or Polygons), that
include one or more “Positions” which themselves are an array of coordinates. Geometries are
then combined with properties to form “Features”. A collection of Features can finally be
represented as a “FeatureCollection”.

In COSMOS, features are equivalent with physical model components. Nodes (junctions, tanks and
reservoirs) are modelled as Points and links (pipes, pumps and valves) as LineStrings. The model
itself is represented as a FeatureCollection. Curves, patterns, and model settings are converted
into regular JSON objects and also added to the Geo]SON model as so called “foreign members”.
Foreign members extend the Geo]JSON specification with additional key-value pairs.

The conversion is handled by a Prefect task that employs pydantic, a package for creating data
models based on the native type hints integrated in Python 3. Different validators can be used to
for examples validate data types and value ranges in an intuitive manner. Additional custom
validators can be added to the models as well (e.g., validating the IDs of model components
corresponding to EPANET’s ID length requirement or ensuring that a tank’s initial tank level is
between the tank’s minimum and maximum water levels). A basic check of model validity can
therefore be optionally run open model upload.

Pydantic can also write model instances into regular JSON files but does not include base models
for GeoJSON objects. This functionality is provided by another package: geojson-pydantic.
geojson-pydantic provides additional models that follow the Geo]SON specifications for the data
types described above (e.g., Points and LineStrings but also Properties and FeatureCollections).

After a model has been uploaded and converted into a FeatureCollection object along with all
settings and model components, this new model representation is stored on an S3 storage. The
example deployment that comes with COSMOS includes MinlO, a S3 compatible object storage that
can be hosted on-premises. Alternatively, Amazon S3 could be used as storage as well. S3
compatible storage was chosen for several reasons:
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1. S3 storage is an object storage.

COSMOS can simply create a GeoJSON object and store it on S3. Any web application can
then load the Geo]JSON object and parse it. Furthermore, other files can easily be stored on
S3 without more complex preparatory steps like writing database models.

2. S3 provides versioning for objects.

When models or simulation results are updated, the original file is not lost but can still be
recovered afterwards.

3. Files on S3 can be encrypted.

S3 provides the possibility to encrypt data very easily. While this was not a requirement
for COSMOS, this might be beneficial for users who want to store sensitive data.

Upon model upload on S3, an event notification pushes the model JSON and any passed metadata
to the search engine Elasticsearch. Elasticsearch is a search engine written in Java that stores data
as JSONSs. Clients can afterwards run queries using a RESTful API to find stored models.

After a model has been stored on S3, it is available for use in COSMOS. Three additional Prefect
tasks are available in COSMOS:

e One task is responsible for querying a hydraulic model stored on S3 by model name and
tags, loading the corresponding GeoJSON file and converting it back into an OOPNET
model object.

e Alternatively, another Prefect task can be used to load a GeoJSON model from S3. This task
simply takes the model’'s path on S3 as argument, loads the model's GeoJSON
representation from the provided path from S3 and converts the model back into an
EPANET model. This task comes in handy when a model has been uploaded to an S3
storage by another application and stored for use in COSMOS.

e Finally, the third Prefect task handles the simulation of an EPANET model. The task only
takes one argument: the hydraulic model to simulate. OOPNET is used for simulating the
model and creating a SimulationReport object. This object serves as a container for
simulation results like node pressure and pipe flow rates in OOPNET. For further use in
other applications, this object is again transformed into a JSON object via pydantic and
stored on S3. The path to the result file is automatically stored in Prefect Server/Cloud and
can be queried using either Prefect’s GraphQL API or the REST API included in COSMOS.

While the tasks are executed, the COSMOS’ FastAPI can be used to query their status via a
dedicated API endpoint to check if a task has been executed successfully. Finally, a route allows
users to query the results for a specific workflow execution.

4.2 Continuous integration

To keep the basis of COSMOS reliable, allow for linking COSMOS versions with simulation results
for increased reproducibility and to make releases easier, a continuous integration pipeline has
been implemented. The pipeline runs through several stages:

- Testing

- Version number generation

- Python package and Docker image building
- Creating a new release of COSMOS

The testing stage runs several hydraulic simulations (both single period analysis and extended
period simulations) in COSMOS and compares the results with pre-calculated results that are
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included in COSMOS'’ testing module. This in combination with other unit-tests assures the reliable
functioning and reproducibility of results generated with COSMOS. This however also requires an
S3 storage available in the testing environment. If any test fails, the CI pipeline itself fails as well
and no new COSMOS version is released.

Next, the version of the next COSMOS release is determined. The version numbers follow semantic
versioning and is automatically generated based on the git commit messages that haven been
submitted since the last release. This

After the new version number has been derived, first a Python package is built and uploaded to a
Python package registry. Afterwards, a Docker image based on a Docker image provided by Dask
itself (daskdev/dask) is built. In addition to the services and packages required for running a Dask
worker node, EPANET, OOPNET and COSMOS are added to the Docker image.

In a final step, a new release is created that uses the previously derived version number, the
corresponding Python package and Docker image and a changelog based on the Angular git
commit messages.

Users are then able to install the framework on their local workstations and develop workflows
for usage in COSMOS. If additional dependencies have to be available in a workflow run’s
execution environment, users can build their own Docker images if needed using the COSMOS
image as base image.

4.3 Low-latency execution vs. flexibility during development

For low-latency execution tasks like running a small number of hydraulic simulations, the
deployment of Prefect has to be optimized. This includes choosing a suitable Agent and Storage
type for the workflow definition.

The Agent type used is an important aspect regarding execution speed on the one hand and
flexibility during development on the other. A DockerAgent is able to pull a Docker image to
provide the environment necessary for a workflow’s execution every time a workflow is executed.
While this approach is very flexible since the Agent requires hardly any further setup, it also leads
to longer workflow execution times. A LocalAgent however is meant to be running in an
environment that already fulfils the requirements and dependencies of the workflow. An easy way
for keeping the time from workflow run submission to workflow execution low is running a
LocalAgent in a dedicated container that already contains all the dependencies needed. However,
this requires users to take care of running an Agent based on the most recent execution
environment Docker image. A CI/CD pipeline can be used to simplify this process.

In addition to Agents, different Storage types are available in Prefect as well. Storage types like
DockerStorage or GitLabStorage provide users with the possibility to load the most recent
workflow definition from a central storage. This is well suited for tasks that don’t require a low-
latency execution since it also adds overhead to the execution. Pulling the latest workflow version
can be skipped if the most recent version of the flow is already available in the Prefect Agent. This
can be achieved by packaging all dependencies and workflows in a Docker image and using a
ModuleStorage in the workflow definition. A ModuleStorage points to a workflow already
available in a local Python module. Similar to the LocalAgent, this means that the most recent
workflow definition has to be available in the execution environment image.

4.4 Extending COSMOS

Since COSMOS mainly provides additional features in Prefect, new Prefect tasks can be created
and added to the existing workflows using the Prefect syntax. Hydraulic modelling tasks can be
implemented using OOPNET’s syntax, while simulation results are available as pandas
DataFrames. Pandas is a powerful library for data manipulation and analysis which leads to high
flexibility regarding result analysis in dedicated analysis tasks.
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Due to being based on containerization, any newly added tasks and workflows have to be included
in the used container images. This can be done by using a CI pipeline similar to the one used in
COSMOS itself, or manually by using the Docker command line interface to build a new container
image.

5 CONCLUSIONS

COSMOS is already being actively used while developing a scientific task execution platform. It
provides an OpenAPI based RESTful API that can be used in any web application that requires
more complex workflows or the execution of several hydraulic models at once. Hydraulic models
and simulation results are both stored in conformity with the JSON and Geo]JSON standards which
makes working with them in a web context easy.

JSON files however tend to be verbose compared to EPANET input files and therefore increase in
size rather quickly. This should be mitigated in the future by e.g., using compression or other file
size reducing approaches. Also use cases outside of web development might benefit from more
concise file formats.

Concerning storage, alternatives to S3 might be added in the future to support storing models and
results in a database. Databases like PostGIS would add further usability options to software like
the geographic information system QGIS and would enable the modelling of relationships
between, for example, measurement data and hydraulic models.

The current version only implements basic functionalities regarding the handling of simulations,
hydraulic models and simulation artifacts. Future releases it will be extended to include various
algorithms and methods related to hydraulic modelling. Work on migrating already existing
algorithms (e.g., roughness calibration and water distribution system sectorization) have already
begun. While right now COSMOS is not publicly available yet, it will be hosted on a code sharing
platform like GitHub to reach a wider scientific audience and gather a user community that can
add new algorithms.

In addition to the platform for running scientific analysis with COSMOS, another useful feature
would be a graphical user interface for managing hydraulic models and linked model simulations.
There are already plans to implement such an interface for the task execution platform.

Currently, a new version of Prefect is being developed. The new version promises to be easier in
usage, has a slimmer structure that requires less services to be running. Furthermore, the
integration of Prefect flows and tasks into native Python code is claimed to be improved which
would be beneficial for using COSMOS as a general model simulation backend in scripts.

COSMOS’ approach could also be used for other types of models such as EPA SWMM using one of
the Python to SWMM APIs available. This would shift COSMOS from being focused on water
distribution system models to being a more flexible model execution backend.

Since COSMOS was developed while building a scientific platform for modelling and result
analysis workflows, it can be used in a wide variety of ways. It supports long running tasks but
also rather short running simulation tasks while providing a standard-based interface that allows
for the easy creation of clients in many different programming languages.

Exemplary other use cases are more complex online EPANET editors that take factors into account
that lead to an increase in necessary model execution runs like different operating conditions or
Monte Carlo simulations. Furthermore, COSMOS could be integrated into analysis scripts written
in Python to easily parallelize the execution of many hydraulic models at once while also making
use of the reproducibility features of Prefect and COSMOS.
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Abstract

To stop the spread of the COVID-19 pandemic, governments all over the world have applied
social distancing measures, which have drastically altered people’s lifestyles. Many studies
suggest that the water sector, including its demand and supply, has been strongly affected by
these regulations. The importance of hygiene practices confers a crucial role to potable water
availability as an ally for tackling the spread of the virus, heightening the alteration of water
demand patterns during the ongoing pandemic. Therefore, this research aimed to assess the
impact of the pandemic on the water consumption patterns in four Latin-American cities and
the differences among the type of users. The case studies include two Colombian and two
Mexican cities known for their important industrial and touristic features. The outcomes
reveal a diminishing effect on water consumption for industrial and commercial customers.
Touristic cities were the most affected, even experiencing decreased domestic water demand.
Understanding these changes and challenges is essential for keeping and improving the
resilience of water systems in different scenarios, especially under fluctuating environmental
conditions.

Keywords
Water demand, COVID-19 pandemic, touristic cities, industrial cities.

1 INTRODUCTION

The COVID-19 pandemic was declared by the World Health Organization - WHO on March 11,
2020. The rapid propagation of the COVID-19 disease, caused by the SARS-CoV-2 virus, forced the
governments to apply measures to prevent the spread of the virus. Social distancing measures,
along with face mask use, constant hand washing, and disinfection of frequently touched surfaces,
are standard measures implemented by governments to tackle the spread of the disease. The goal
of social distancing measures is to slow down the spread of the virus so that the medical system
has enough capacity for treating the sick. Thus, stay-at-home orders have been applied in many
countries so that only businesses classified as “essential” could operate in person. These measures
abruptly altered the habits of people all over the world, forcing individuals to perform their daily
activities from home and, consequently, driving changes in the water consumption patterns of
cities, both in daily and in total volumes consumed locally.

Studies have shown that changes in water consumption vary from one city to another because of
environmental, socioeconomic, and sociocultural characteristics. A study performed in Hamburg,
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Germany, revealed an increase of 14.3% in daily water consumption, with a delay of 1-2 hours in
the morning peak and a higher peak in the evenings during weekdays [1]. A similar research for
five towns in Puglia, Italy, showed a shift of 2-2.5 hours in the morning water use peak for two
small towns (Cellemare and Lizzano), while a drop was observed in the peaks and base water
demand in the two biggest municipalities (Bari and Molfetta) [2]. This finding relates to that
exposed by Bich-Ngoc and Teller [3], who investigated the effect of the lockdown measures and
the outbound tourism on water consumption in Liege, Belgium. Liége is a particular case since the
historical data shows a lower consumption in the summer months due to people leaving the city.
Through a statistical model, the authors found that water demand increased significantly when
evaluating restricted trips scenarios [3] as the pandemic spawned. Consistently, the towns that
receive a large number of commuters every day, such as Bari and Molfetta, experienced the
contrary effect, meaning a decrease in the water consumption because of commuting limitations

[2].

Furthermore, the studies mentioned above focused mainly on domestic water consumption;
nevertheless, it is evident that the impacts differ according to the different types of water demand.
For example, a study conducted in Henderson, Nevada, demonstrated an increase of 11.7-13.1%
in residential, a drop of 34.1-35.7% and 55.8-66.2% in commercial and in schools water average
daily demand, respectively [4]. Likewise, results obtained from a study in Joinville, Brazil, show a
statistically significant decrease of 42%, 53%, and 30% for commercial, industrial, and public
water demand, respectively, while a conceivable increase of 11% in residential water demand was
recorded [5].

Moreover, the effect of other parameters plays an important role in analysing the sole effect of the
pandemic on water consumption. That is why many investigators apply regression models for
controlling variables such as seasonality, water price, customer income, weather variations,
among others. For instance, researchers demonstrated for residential buildings in Dubai that
fasting during Ramadan month modifies water usage patterns [6], which shows how sociocultural
aspects are also essential factors to consider. Regarding COVID-19, the same authors observed
how daily residential consumption increased (even more during Ramadan month) due to stay-at-
home restrictions and augmented cleaning practices [6]. Relatable results from a study with data
from several water utilities in California were obtained when applying a multivariate regression
model for forecasting residential, commercial, industrial, and institutional (CII) and total water
use. The model included variables for seasonality, mandatory and voluntary drought restriction
measures, precipitation, temperature, evapotranspiration, water rates, population, and annual
inflation [7]. Additionally, the authors demonstrated through an impact index that the influence
of the pandemic on water consumption was mildly more substantial than the combined effect of
all other factors [7]. This conclusion reflects the relevance of the COVID-19 pandemic in altering
water demand patterns.

As expected, all these changes have imposed challenges for water utilities, including effects on
financial aspects, like revenues and bills, and operational aspects, such as water quality. Regarding
financial features, utilities were faced with suspensions on cut-offs, commercial income reduction,
major misconduct in water bill payments, and reduced customer upgrowth [8]. Also, utilities have
been impacted monetarily due to augmented domestic and reduced non-domestic water
consumption. Concerning operational aspects, as rapid variations in water usage occurred, water
infrastructure may have been affected because system operations are designed based on
historical demands [9]. Moreover, regular flows maintain drinking water distribution systems
absent of leached minerals, corrosion, and microorganisms that could affect tap water quality [9].
Consequently, health risks are present, and water utilities must manage and advertise to
customers to avoid potential disease outbreaks. Furthermore, the social distancing measures also
affected water utility operations as many workers started to work remotely, and they should
operate the systems with reduced skilled staff, carrying off institutional knowledge [8]. Thus, the
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pandemic obligated numerous water utilities to work in non-designed conditions and with
decreased workforce and financial capabilities [10].

This paper aimed to assess the effect of the pandemic on domestic, commercial, industrial, and
total water demand in four cities of Latin America. There are several studies of the pandemic
impacts on water demand in developed nations, but there are not sufficient records from the
Global South. Hence, this study contributes to the progress in water-related research in
developing countries. Following this introduction, the four case studies are presented, and the
data used for the analysis is described. Then, the following section details the employed methods
for estimating the impact of COVID-19 on water demand, which was performed with a regression
model and with neural network approaches. Subsequently, the results and discussion of the water
demand variation magnitude are presented, and an analysis of the factors influencing these
changes and the differences between each city. Finally, conclusions are given on how the results
are valuable for water utilities planning and management operations.

2 CASE STUDIES AND DATA

Water demand data for two Colombian and two Mexican cities was obtained from each water
utility as the monthly billed water volumes from January 2016 until December 2020. Figure 1
shows the water demand proportion in each city as the average of pre-pandemic data, meaning
records before March 2020. Additionally, the number of inhabitants in the metropolitan areas for
2020 is presented as a reference value of the size of the cities.

Water Demand Proportion

Figure 1. Water demand proportion by domestic, commercial, and industrial categories in each case study, as
well as number of inhabitants of the corresponding metropolitan area.
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The four cities were carefully chosen for their industrial and commercial characteristics. One in
each country performs diverse economic activities (with substantial industrial water demand),
and the other is an important touristic city (predominance of commercial demand). The case
studies have been named accordingly: City [ prefix corresponds to cities with diverse activities
and City C to touristic cities. The endings -CO and -MX mean a Colombian or Mexican city,
respectively.

As Figure 1 presents, the domestic water demand predominates in all cities, showing the
importance of residential users for defining water usage patterns. In contrast, non-domestic water
demand represents less than 30% of the total demand in the four case studies. Changes in
domestic demands are expected to drastically influence water distribution systems' operations,
while only abrupt variations in non-domestic demand would impact the urban water systems.

According to the predominance of commercial and industrial customers in each city, the pandemic
might have affected water usage differently. This research focuses on understanding these
dissimilarities among the case studies. For instance, an enormous impact on commercial demand
can be anticipated in both touristic cities (City C-CO and C-MX) due to travel restrictions.
Therefore, the non-domestic water demand changes are more critical in C-cities than in I-cities
because of the high commercial proportion out of the total demand.

Moreover, in addition to water demand data, this study also employed temperature information
for the analysis. Maximum temperatures for the entire service areas were calculated using
monthly data from several meteorological stations distributed throughout the cities. Noteworthy,
temperature information was not available for City C-MX, so the analysis was performed without
it.

3 METHODS

We analysed the temporal variation of water consumption by comparing the observed water
demand during the pandemic with a forecasted non-pandemic scenario. The historic non-
pandemic water volumes were used to train and validate water demand models, which were used
to forecast the expected demand as if the pandemic did not occur. Different modelling approaches
were employed to validate and compare the results: Multivariate Regression Models (MVRM) and
Artificial Neural Networks (ANN). Hence, data from January 2016 to February 2020 was used to
fit the models to historical water usage patterns. Then, the non-pandemic water demand scenario
for March to December 2020 was estimated with those models.

3.1 Multivariate Regression Model

The first approach implemented multivariate ordinary least squares linear regression models
using water demand time series. Equation (1) presents the general form of the model. y is a vector
representing the volumetric water use per month, X is the matrix containing the values for the n
predictor variables in each month, g is the vector with the n related regression coefficients, and E
is the vector for the error terms associated with the monthly water use estimations.

y=XB+E (1)

R Software was used to implement the models through the Im function [11]. The unbiased
estimators are calculated with Equation (2) and are used to produce unbiased least-square
estimations of the water volumesy, with errors E following a normal distribution with a mean
equal to zero and minimizing the covariance [7].

n -1
p=X"X) X'y 2)
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It is essential to break down the total water use by sector for obtaining better-modelled water
demand results. Therefore, the models were fitted for each category of water demand: domestic,
commercial, industrial, and total demand. Regarding the explanatory variables, at first several
variables, including precipitation, commuting population, and water tariffs, were evaluated.
However, not all the estimators' results showed statistical significance, so fewer variables were
considered to avoid noise affecting the results. In fact, Bich-Ngoc and Teller [3] exposed that
evaluating meteorological variables, like daily maximum temperature, has been frequently used
to forecast short-term variations in the water demand. At the same time, socioeconomic factors,
such as income, are more relevant when modelling demand in a long-term period. Hence, since
the predictions were only extended to 10 months for this study, 14 explanatory variables were
used: 12 binary variables representing seasonality by month and 2 continuous variables for
maximum temperature and the number of users over time.

Once the models were fitted, R-squared results and p-values were analysed to assess the fitting
results and the influence of the estimator variables on water consumption. Afterward, the matrix
X was augmented to include values corresponding to the pandemic, namely, the values from
March to December 2020. The augmented X matrix and the regression coefficients vector B
obtained from the historical data were employed to calculate the water volumes in the non-
pandemic scenario. These modelled water volumes were used to analyse the differences between
the non-pandemic scenario and the experienced pandemic situation.

3.2 Artificial Neural Networks

As water utilities require consumption predictions for operational reasons and updating pricing
policies, ANN are one of the principal approaches used to predict water demand [12]. ANN imitate
the human brain by performing non-linear calculations in a certain number of neurons, which
receive input values that are transformed and transferred to other neurons or the output [13].
The great advantage of ANN is learning based on initial observations and producing equivalent
outputs with new input data. Neural networks can work with a single or multiple layers. Several
learning algorithms allow the communication between neurons to determine the weights, which
are values assigned to every variable from the input layer to the hidden layer [13]. The weights'
modification allows the network to adapt to reduce the error between the expected output and
the result from the network.

Like the regression model, we used artificial neural networks to model domestic, commercial,
industrial, and total water demand. The implementation of ANN in this study was executed using
R software by feeding the network and training it with a different number of neurons and layers
until the best performance was reached. The neuralnet package was used for this aim, using the
Resilient Backpropagation algorithm to train the network [14].

Moreover, the data series were normalized before training the networks to adjust the variables to
the same scale. The R-squared values from the validation set were used for modifying the number
of neurons and layers until the best model fitting was reached. Then, the trained and validated
ANN was used to estimate the expected water consumption in a non-pandemic scenario.

Regarding the validation of the models, different approaches were used depending on the city
analysed. The entire data sets were randomly divided into training (80%) and validation sets
(20%) for the Colombian cities. In contrast, the models were trained with information from 2016
to 2018 and validated with 2019 records for Mexican cities. This approach is due to the seasonality
relevance in each city. As can be noticed in the results, the water demand records are clearly
influenced by the time of the year in the MX cities. Commercial demand in City C - CO also shows
a relation with seasons; however, better water demand estimates were obtained when training
the network with the aleatory approach.
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4 RESULTS AND DISCUSSION
4.1 Water Demand Estimation

We used the multivariate regression model results to study the influence of the predictors on the
water demand through the computed models. For this aim, Table 1 presents the significance of
the explanatory variables measured through the obtained p-values.

Table 1. Explicative variables significance for each computed model (D: Domestic, C: Commercial, I:
Industrial, T: Total). Temperature information for City C - MX was not used. p-Value codes: 0 (***), <0.001
(**), <0.01 (*), <0.05 ()

Explicative CityI-CO City I - MX City C- CO City C - MX
variables plclifT|Dp|lcli]T|D|c|1|T|D|C|]TI]T
Seasonality *kok *kok * * *k *% * *k | Kk *k
(12 variables)

Temperature . * . ok - - - -
Number Of kkk kkk kkk kkk kkk kkk kkk kkk kkk kkk kkk kkk kkk
users

The statistical significance of the chosen explicative variables differs for each city according to its
socio-economic and environmental conditions. The number of users, which is directly related to
water demand, is a relevant variable for most cases. However, industrial demand in I cities does
not relate directly to any variable, not even the number of users. These observations showcase
how industrial water use is usually unpredictable due to its high variability. In contrast, in the
cities where the industrial demand is not predominant (C cities), all the variables are significant,
but this is due to the small magnitude of the water volumes.

Moreover, the seasonality condition is prevailing for MX cities. This condition shows the effect of
yearly temperature variations on water demand. Hence, the usage of temperature and months as
seasonal variables can explain the interannual variations in water consumption. We found for City
C-MX that monthly seasonality is enough to represent the tourism-related patterns adequately. In
the case of the Colombian cities, the demand is not directly associated with the time of the year.
This observation is due to the country's geographic position, affected by tropical weather.

Although not all variables were statistically significant, both approaches employed for water
demand forecasting showed a good performance. Different validation sets were studied since the
models were trained with different approximations due to the seasonality relevance (see Methods
section). Nevertheless, Figure 2 presents the R-squared values for the estimated water volumes
between January 2016 and February 2020 to compare both methods consistently. It can be
noticed that ANN results for CO cities are much better than the MVRM outcomes. The same
conclusion was obtained for industrial demand for MX cities. In contrast, the MVRM approach
shows enhanced models' fit for Mexican cities' domestic, commercial, and total water demand.

Nevertheless, all R-squared values show outstanding performance, with values over 0.7 except for
some industrial and commercial water use estimations. The worst fitting outcomes relate to
industrial demand in City [ - CO with MVRM, where the industrial economic sector is remarkably
relevant. Similarly, the ANN commercial model fit in City C - MX is not particularly good, where
commercial users are the most relevant among non-domestic customers. As previously discussed,
forecasting commercial and industrial water demand is problematic due to the unpredictable
changes that might occur due to governmental or institutional measures. Therefore, both
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approaches allow for choosing the best water demand estimations and better approximating what
really would have happened if the pandemic had not occurred.
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Figure 2. MVRM and ANN models’ R-Squared results for domestic, commercial, industrial, and total water
demand in the four case studies.

The performance of the models can also be graphically assessed through the time series
comparison presented in Figure 3. This graph shows the reported water volumes from January
2016 to December 2020, and the predicted data using MVRM and ANN approaches. All models
present a superb fit when comparing the pre-pandemic data. Industrial demand is the most
problematic in all cities; however, it gives a good approximation of water demand with enough
precision to analyse the pandemic impact.

Moreover, the pandemic effect is clearly evidenced by the data presented from March 2020
forward, highlighted by the red lines. The predicted water volumes show high similarity between
the MVRM and ANN methods, giving reliability to the analysis and the estimated pandemic
impacts. The only results that have an appreciable inconsistency between both approaches are for
industrial demand in the commercial cities. The neural networks tend to underestimate the water
volumes, even obtaining similar demands as the pandemic-affected values. In contrast, the MVRM
exaggerates the increasing tendency. These anomalies might be related to the small magnitude of
the demands as it only accounts for 3.2% and 0.2% of the total demand in City C - CO and - MX,
respectively. Hence, it is not possible to state which estimations are better. However, it is
preferable to assume an increasing trend since only unexpected events, like the pandemic, might
generate such a decrease in industrial demand.

Further, according to both methods of water demand estimation, the domestic component in the
CO cities shows a higher trend with time than in the MX cities. It could be related to the economic
context of the case studies, despite the constant increase of users billed for each case. In addition,
as domestic water use is predominant, with contributions to the total demand of over 70% in all
cities, the same patterns are reflected in the total water use.

A similar increasing trend with time is exhibited for commercial use for the four study cases;
however, the effect of lockdown breaks the tendency along the pandemic year 2020. In contrast,
the industrial component of water demand shows a decreasing and stagnant tendency with time
for three cities, excluding City C - MX. This finding could be part of urban development in Latin-
American cities, which are implementing industrial hubs out of urban areas.
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Finally, the seasonal variation of water demand for Colombian cities is not noticeable because of
their geographical location, as previously discussed. Nevertheless, there is some effect of the
annual seasonality on domestic and commercial water demand for City C-CO, related to tourism
economic activities. On the other hand, City I - MX has a clear and marked water use pattern,
showing peaks in the middle of the year. The same observation can be duplicated for City C - MX,
but changes occur in a milder magnitude since its population is smaller.
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Figure 3. Reported and modelled domestic, commercial, industrial, and total water demand data in the four
case studies. The red line marks March 2020, when the pandemic started, and the period for which data was
forecasted.

4.2 Variation of water demand during the pandemic

The bibliographic review exposed how the pandemic influenced an upsurge in domestic water
demand as people spent more time in their households due to lockdown measures. As Figure 4
presents, the same effect was obtained for industrial cities and City C - CO, with similar increases
every month. Considering the models with the best fit results, the domestic component of water
demand increased on average by 4% in CO cities and by 1% in City [ - MX.
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The extent of these increases does not seem influential. However, when contemplating the
magnitude order of the residential water use, these surges represent a significant amount of
water. Nonetheless, the evaluation of the total water demand changes reveals how the decreases
in non-domestic water usage are more influential and balance the increased domestic demand.
The total demand presents almost no variation or a moderate decrease. The average diminutions
were 2% in City [-CO, 3% in City I-MX, 5% in City C-CO, and 15% in City C-MX.

Further, domestic water demand in City C-MX decreased 7% since the beginning of the pandemic.
Lately, it has been more habitual for visitors to arrive at residential dwellings in touristic cities,
such as Airbnb’s, since it could be more economical than a regular hotel. Therefore, although
residential users consume 75.6% of the total demand, this percentage might not relate entirely to
the water use of City C - MX’s inhabitants. According to 2019 data, the number of monthly tourists
reaches the same number of inhabitants for the high seasons [15]. Hence, the decrease in the
domestic water demand could be explained by the commuting limitations that the pandemic
triggered. The same effect is not present in City C - CO’s records because the number of monthly
visitors does not exceed 3% of the number of inhabitants, even during the high seasons [16].
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Figure 4. Change in domestic, commercial, industrial, and total water demand due to COVID-19 pandemic
with MVRM and ANN estimates in the four case studies.

As it is shown by Irwin, McCoy & McDonough [4], Kalbusch et al. [5], Li et al. [7], among other
studies, the non-domestic water demand was the most affected because of the pandemic. Indeed,
the data from this research shows a noticeable fall in non-domestic water demand in the following
four months after the global pandemic declaration. The variation of commercial water demand
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due to lockdown measures for industrial cities is about -29% in -CO and -19% in -MX compared
to estimates based on the best-validated model. The drop is much more drastic in the commercial
cities, with diminutions of 33% and 46% in City C - CO and - MX, respectively. The largest
diminution in the C-MX case study compared to C-CO is essentially related to the number of
commuters entering the city. More notably, as discussed in previous statements, the importance
of tourism in both commercial cities significantly affects water demand since lockdown measures
implied the impossibility to travel. Additionally, a considerable fraction of the commercial
demand drop is related to ordinary commerce frequented by inhabitants. Hence, the closure of
shops and related establishments could explain the decrease in cities I-CO and -MX.

Regarding industrial demand, the data reveals similar down-falling variation in the first three
months of the pandemic. Nonetheless, the time series show some recovery in industrial
consumption during the remaining months of the year. According to the model estimations, the
average decrease in industrial demand was 14% in City I - CO, 18% in City I - MX, 8% in City C -
CO, and 3% in City C - MX. The relevance of industrial demand is evidenced when comparing the
values for C-cities and I-cities. The industrial decreases are not as abrupt as those obtained for
commercial demand. Thus, it is evident how the pandemic affected touristic cities more
drastically.

Moreover, the changes in non-domestic water consumption have been consistent with the
increase in domestic demand for cities I-CO, [-MX, and C-CO. One might argue that commercial and
industrial demand was transferred to households due to work-home activities. However, the
cumulative values of non-domestic consumption are higher than those for residential customers.
Hence, there is low evidence of volumetric compensation between domestic and non-domestic
demand.

S CONCLUSIONS

This research revealed how the main effect of the pandemic lockdown is the decreased non-
domestic water consumption in the commercial and industrial cities analysed. This effect is linked
to a slight increase in domestic water demand due to work-at-home activities, another main effect
of lockdown restrictions. However, the case of one of the commercial case studies, City C-MX,
shows a particular behaviour most probably due to a decline in domestic water demand due to
tourism home-ownership renting dropping.

Regarding the employed methods, we can establish that both approaches for water demand
estimation can address similar results, which is a relevant sign of a good level of reliability for the
demand predictions. Based on the results, we can expect noticeable changes in the consumption
patterns due to the effect of home working activities and their consequences on new working
schemes in non-domestic sectors. We consider that these findings are related to the expected
effect on the post-pandemic water demand behaviour. Hence, these demand variations should be
considered in the near future investment and operations master plans for water utilities.
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Abstract

While operating a water distribution network (WDN), it is essential to prepare the system to
face with intentional (e.g., cyber-physical attack) or unintentional (e.g., pipe leakage/burst)
adverse events or other drivers such as the effects of climate change. Increasing the network’s
preparedness to deal with anomalous events is an effective manner to improve the system'’s
resilience, reducing the negative impacts of events. In this paper, leakage/burst events, and
ordinary network operation, are captured by both sensors and expert knowledge in a WDN in
Spain. Event-driven and data-driven approaches are used to characterise the system
behaviour, in particular when it is operating under the effects of an anomalous event, based
on the resilience phases (i.e., absorptive, adaptive, restorative) for the collected dataset. The
relationship of clustering pressure head time series based on their potential state in a
particular resilience phase, in three random cases of short-term leakage events, was explored.
This paper focuses on capturing the behaviour of the system, through the exploration of the
hydraulic parameters of WDNs (in particular the pressure head) before, during, and after a
leakage event, by means of a spatial-temporal analysis. It was observed that the network
behaviour could be categorised into 1) ordinary operation and 2) during the event, which
would allow to characterise the system behaviour when influenced by leakage/burst event
and also explore its adaptability to resilience phases. The results show that it is possible to
extract relevant patterns (i.e., feature maps) and generate an anomaly indicator from the
pressure head heatmaps that facilitate the characterisation of anomalous events for WDNs.

Keywords
Three phases of resilience, Spatial-temporal analysis, Pressure sensors, Water distribution network,
Preparedness, Protection of critical infrastructures, Intelligent data analysis, Leakage /burst events.

1 INTRODUCTION

Leakage and bursts are commonly known as minor (less severe) but more frequent than events
such as flooding and cyber-physical attacks, widely known to be significant (more powerful) but
less frequent events in water distribution networks (WDNs). Apart from these, the former
category can intensify the latter's effects and make them more intense. One example is the
possibility of a leakage/burst to increase the chance of causing a flood [1]. As a potential
consequence of the effects of climate change, water shortage can become more severe if it leaks
through the system’s pipes. In addition, leakage points are potential sources of pollutant intrusion
into the network and can increase the severity of flooding impacts. The balance between input
and output water gets is further disturbed by wasted water, known as non-revenue water, from
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leakage points. Therefore, it is worth making efforts to prevent minor events to avoid more
serious outcomes.

As mentioned, WDNs need to be prepared for such events not only to prevent their direct negative
impacts on system objectives, but also to prevent significant events from having a wider impact.
[t should not be overlooked that leakage can cause flooding if they are not dealt with in time [2].
One manner to minimise the potential negative impacts due to the occurrence of these events is
to improve the network's resilience through possible interventions (e.g., ) that can help restore
system performance to near pre-event levels [3].

A WDN can performs at different levels (e.g., ordinary, degraded, or failed operation) when it is
under the influence of disruptive conditions, which can lead to a reduction in the network
efficiency [3, 4]. In particular, whether the system as a whole or partially is working at degraded
or failure performance levels, it can be increased by improving the resilience of the system. System
resilience is commonly referred as the ability of the system to withstand disturbances, the ability
to adapt more easily to changing conditions, and the ability to recover the system performance at
the level prior to the occurrence of the anomalous event [5, 6, 7, 8]. Improving network
preparedness for abnormal events is of great interest to water utilities as an effective manner to
improve system resilience [9].

In this paper, we propose a strategy to characterise the behaviour of the network (in terms of
pressure values) during both ordinary operation and event occurrence taking into account the
resilience phases (ie, absorptive, adaptive, restorative), which will help improve the
preparedness of networks.

2 PROPOSED FRAMEWORK

When the anomalous event (in this study leak/burst event) occurs and depending on the
relevance of the affected component in the system, the network’s performance may be lead in a
decrease. In this sense, the start of the event may not be detected until the changes in the control
parameters are representative or until, in the case of leak/burst events, it becomes visible on the
surface. Given the uncertainty in the start time of this type of event, the start time of the event is
assumed as the time at which the anomaly is detected. The end time of the event is referred to the
time in which an acceptable or ordinary/regular level of performance is achieved for the system
after the event occurs. The start and end times deploy a box whose area can represents the total
resilience among the event. The capacities of system during an event can be divided to absorptive,
adaptive and restorative capacities [10, 11]. These capacities are contained in boxed demarcated
by no actions (absorptive capacity) or actions (adaptive and restorative) taken to
remedy/mitigate the effects of the event (if any). However, some studies refer the adaptive and
restorative capacity to an unique capacity (restorative). Due to both the nature of the system's
behaviour and the actions to be implemented in each phase, in this work we refer to the three
capacities of the system as each of the phases of the event. Resilience function captures the effect
of the event in absorptive phase, adapts the system to the new temporarily disrupted conditions
in the adaptative phase, and restores the system’s performance in restorative phase if the adaptive
capacity is not efficient [10]. Studies showed that one method to increase the resilience of critical
infrastructures is to improve the resilience for each phase [12]. Figure 1 is a typical representation
of changes in network performance in regular operation and during an event, considering
resilience phases.

A potential action deployed in the system can significantly enhance network performance (see
Figure 1, green area). For the case of leakage, isolation of the affected area is a temporary
(palliative) action to prevent further pressure loss and volume of wasted water. Afterward,
repairing the leakage or replacing the damaged component (e.g., pipe) are potential restorative
actions. One means of improving preparedness is to capture the behaviour of the network during
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both ordinary operation and event occurrence. Identifying the network’s behaviour to events
could facilitate the decision-making process by supporting the implementation of
preventive /responsive solutions to keep the network’s resilience close to acceptable levels when
such events occur.

With potential action during event
Adaptive
Adaptive Restorative No event

0.6

0.4

Performance

i i :

0.2

o ] ; :
0 Start End

Time -
| Remaining performance

Improved performance (Resilience)

Figure 1. Resilience curve for a disruptive event in WDNZ.

The purpose of this paper is to capture the behavioural patterns of the network under normal
condition, and during leakage event (pre and post actions) at the pressure heads (which will be
called pressure in this paper) through spatial-temporal analysis. It is proposed that extraction of
these patterns will allow the network to adapt to each resilience phase. Three random cases of
short-term leakage events were selected to implement how effective is the recognition of patterns
of pressure values in the whole network.

3 CASESTUDY

In this section, a real WDN, working under abnormal/degraded operating conditions has been
selected to apply the proposed methodology. The reason for choosing this network was the
availability of data from both sensors and company records by operators, including information
on the leak detection and repair process. This medium-size utility network (Figure 2) is located in
Spain. The model consists of 146 demand nodes, each node responsible for delivering water to a
large number of consumers (mainly houses), 212 links (40 km), two pumping stations, two
reservoirs, and four tanks. There were 23 pressure sensors (recording pressure values every
15 minutes) in the network with different working conditions at different times (Table 1).
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Figure 2. Case study network with the location of pressure sensors.
Table 1. Status of pressure sensors. No operative -, and Operative v .
5 Working status = Working status & Working status
Q Q <
g 1D g |ID g |ID
2 Example 1Example 2 2 Example 1Example 2 2 Example 1Example 2
1 103 - - 9 165 - - 17 173 - -
2 104 v v 10 |17 v v 18 167 - -
3 185 v v 11 155 v v 19 |32 - -
4 |16 v v 12 131 v v 20199 - -
5|50 v v 13 160 - v 21|64 - -
6 |51 v v 14 174 - - 22|13 - -
7 172 v v 15 107 v v 23|31 - -
8|8 v v 16 |40 - v
4 DATASET

The dataset includes: 1) historical data from pressure sensors (dataset 1) and 2) utility expert
knowledge (dataset 2), including information about the type of leakage, causes, detecting and
repairing each leakage, among others. Analysis of leakage was initially conducted through a data-
driven method from sensors' time-series data. Then leakages were temporally labelled by an
event-driven approach from the records by utility expert knowledge. The removal of outliers in
the data was conducted by means of manual inspection and in collaboration with the system

operator.
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MATLAB’s interp?2 function was used to construct the pressure matrix, P (of sizem X n), for each
evaluated time. Where m withi = 1, ..., m and n with j = 1, ..., n represent the resolution for the
x-axis and y-axis of the spatial coordinates, respectively. The matrix P was built from the nodes
with sensors that were operational at the specific time evaluated. A homogeneous mesh was
created for both the x and y coordinates. Each of these meshes contained all the nodes of the
network. These meshes were used to infer the spatial relationship between the different available
sensors presented in P. As a result of multiple iterations, the selected mesh size corresponded to
a 100 x 100 resolution mesh. It should be mentioned that the matrix P can be easily visualised
through the use of heatmaps (and this is done as a visual example in some sections below).
However, all the calculations are conducted directly in the P matrix for each evaluated time.

A preliminary temporal analysis of the pressures, for the sensors, available in dataset 1 was
conducted in order to contrast the information recorded in dataset 2. In a case where the leakage
was not observable through Dataset 1, the second dataset source was used to track the location
and the information that was not possible to get from sensors, such as time of detection, visit,
isolation, repair, and corresponding data. Taking advantage of two data resources, we recognised
resilience phases for each of the examples explained in the next section.

5 PRELIMINARY RESULTS

The first example corresponds to a leakage event recorded on 22 August 2021. The location of the
leakage pointis presented in Figure 2 (violet lightning flash in the bottom middle). Figure 3 shows
changes in pressure values recorded by sensors from 20 August to 24 August 2021. Figure 3
shows the effect of the leak event on the pressure values, which was recorded in most of the
sensors that were working at that time. This information was confirmed by the utility operator
who conducted interviews. The operators’ records show that people observation reported the
leakage area one day before intervention to solve the problem. As the leak was not repaired on
the same day as the detection, further pressure drops occurred and affected almost the entire
network at around 7:30-10 am on 23 August (Figure 3). This result shows the crucial role of
resilience phases in avoiding severe impacts in time.

The second example includes two overlapping leakage events, which were reported on 24 and 25
October 2021 (locations are shown in Figure 2, blue and orange lightning flashes in the bottom
right, and top middle, respectively). Example 2-a was a leakage reported 24 hours before the visit,
and the leakage of Example 2-b was reported 6 hours before visiting. Oscillating and high pressure
caused leakages in two parts of the network; both were seen, isolated, and repaired on 25 October.
This example is a more complex case, compared to Example 1, as the behaviour of the network
could be affected by overlapping events, which in some cases might need a more advanced type
of analysis. The interesting point about this example is that it is almost impossible to track the
first leakage through sensors’ records. The pressure curves extracted from most sensors before,
during, and after leakage, shown in Figure 4, confirm this.

The pressure drops of sensors 155, 160, and 16 for Example 2-b indicate that the effect of the leak
in the surrounding area occurs over a short period. This pressure drop could not have been more
severe as the isolation action was conducted quickly and prevented the rest of the network from
being affected. But in some cases, isolation might reduce pressure in some areas based on the
network’s characteristics. It is necessary to mention that the effect of demand on pressure values
has been ignored. In both cases observed, the pressure variations due to leakage were much larger
than the demand fluctuations.
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Figure 4. Pressure history from the working sensors for Example 2.

The spatial-temporal distribution of pressure for a selection of 12 timesteps from 20 to 25 August

in Example 1 (Figure 5) and from 22 to 26 October in Example 2 (Figure 6) reflects the changes in

pressures over time at different points of the network. It should be noted that 12 timesteps were

selected to be representative of the leakage behaviour of the network in terms of pressure. In this

minute record was involved in the calculations. Timesteps were

chosen according to historical data records and modified with interviews with the operator.

Details are provided in Table 2 and Table 3.

sense, all the data of every 15
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Table 2. Timesteps for Example 1

ID Date/Time Description Resilience phase

T1| 20/08/2021 09:00 Time before the start of leakage Pre-event

T2 | 21/08/2021 07:00 Random time Pre-event

T3 | 21/08/2021 21:15 Pressure drop time Pre-event

T4 | 22/08/2021 03:00 Pressure drop time Pre-event

T5 | 22/08/2021 09:00 Detection time Start

T6 | 22/08/2021 10:15 Random time Absorptive

T7 | 23/08/2021 08:00 Visit time Absorptive

T8 | 23/08/2021 10:00 Isolation time Adaptive

T9 | 23/08/2021 11:00 Repair time Restorative

T10| 23/08/2021 13:00 End of leakage End

T11 23/08/2021 15:00 A few hours later Post-event

T12| 25/08/2021 20:30 Hours after event Post-event

Table 3. Timesteps for Example 2
Example 2-a Example 2-b
ID Date/Time Description | Resilience phase Description Re;:ll;(;r;ce
Time before Time before the
T1|23/10/2021 10:00 | the start of Pre-event start of leakage Pre-event
leakage

T2 | 24/10/2021 10:00 |Detection time Start Random time Pre-event
T3 | 24/10/2021 12:00 | Random time Absorptive Random time Pre-event
T4 | 25/10/2021 06:00 | Random time Absorptive Detection time Start

Start of
T5| 25/10/2021 08:30 | Random time Absorptive pressure drop Absorptive
time

T6 | 25/10/2021 10:00 Visit time Absorptive Random time Absorptive
T7 | 25/10/2021 11:30 | Random time Absorptive Visit time Absorptive
T8 | 25/10/2021 12:00 | Isolation time Adaptive Isolation time Adaptive
T9 | 25/10/2021 12:30 | Repair time Restorative Random time Adaptive
T10{ 25/10/2021 13:00 | End of leakage End Repair time Restorative
T11 25/10/202117:30 | 2 fel‘;’ t};’“rs Post-event | End of leakage End
T12| 26/10/2021 17:30 Hog‘r,z ;‘{ter Post-event Ho‘é“;zr"’l‘fter Post-event
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The changes in the behaviour of the network as a function of the values of pressure (shown in
Figure 5 for the first leak example and Figure 6 for the second leak example) can be obtained in
the specific parts of the network in the effective times. The pressure maps show that changes in
pressure are around the affected area and in the areas that have strong dependencies to this point.

P(bar) T3 p(bar) T4 P(bar)

8

o N 2 O

P(bar)
10

o N & o

=

o N - O

Figure 5. Spatial-temporal distribution of pressure for Example 1. (a)-(d); before, (e)-(j) during, and (k)-(1)
after the leakage event.
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e P(bar)
— 10

Figure 6. Spatial-temporal distribution of pressure for Example 2-a. (a); before, (b)-(j) during, and (k)-(1)
after the leakage, and Example 2-b. (a)-(c); before, (d)-(k) during, and (1) after the leakage

6 ANOMALY INDICATOR

According to the observations, it is possible to construct an anomaly indicator based on pressure
to characterise the leakage/burst events. To better understand the pressure response of the
network leakage, a matrix of maximum pressure was created for the given period according to
equation (1) as a basis for the anomaly indicator. The highest pressure values are assumed to be
desired. The maximum pressure map is shown in Figure 7. This map does not correspond to a
single timestep, but represents the maximum pressure achieved for each element of P during the
study period. Comparing Figure 7a and Figure 7b, we observe that in Example 1, maximum
pressure distribution is less abrupt (smoother) than in Example 2. These different trends
underline the importance of considering the maximum pressure values as a basis for the analysis
of pattern extraction.

Pmaxi’j = max (ptll]' ptzl]’ "t ptlzl]) (1)

where, Pt; is the pressure value in the i;, row and j;;, column in the matrix at time t. It should be
mentioned that the process includes all the timesteps that were set every 15 minutes.
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Figure 7. Maximum pressure during the given period for (a) Example 1 and (b) Example 2.

The maps in Figure 7 facilitate the analysis of the behaviour of the network via an anomaly
indicator (equation 2) in terms of pressure. The relative pressure resulting from dividing the
pressure by the maximum pressure (individually for each element of P) over the whole period
was calculated for all the points in the network. Figure 8 and Figure 9 show the spatial-temporal
representation of the relative pressure maps for the selected timesteps. These values range
between 0 and 1.

(2)

Rey; =

where, Rt refers to anomaly indicator in the i-th row and j-th column in the matrix at time t.
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Figure 8. Spatial-temporal distribution of relative pressure for the Example 1. (a)-(d); before, (e)-(j) during,
and (k)-(1) after the leakage.
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Figure 9. Spatial-temporal distribution of relative pressure for the Example 2.
n m
s ZiziRy (3)

R, =
mxn

where R; is the anomaly indicator, representative of pressure behaviour of the entire network (study area)
at timestep t.
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Figure 10. Anomaly indicator curve for the Example 1.
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Figure 11. Anomaly indicator curve for Example 2.

Analysis of Example 1. As we can see in Figure 8, the leak becomes detectable at T7 (drops in
pressure values), then changed significantly (huge reduction in pressures) in the adaptive and
restorative phases, and gradually returns to normal operation (leakage was fully repaired). The
classification of this behaviour also represents the phases of resilience. In other words, the
behaviour of the network is classified as follow: no leakage, during the leakage with no action
(absorptive phase), and with action (adaptive/restorative phases).

Analysis of Example 2. Observing the maps in Figure 8, the first overlapping leakage (Example
2-a) is not considerable, probably due to the more significant impacts of the second overlapping
leakage (Example 2-b) in the pressure of the whole network. For this reason, the latter will have
the central role in this example. Focusing on Example2-b, the network behaviour started to change
significantly (drops in pressure values) at T6é and T7, and pressures gradually drop in the adaptive
and restorative phases (T8 to T10), and return to the normal operating condition (T11 and T12).
As with Example 1, for Example 2 the behaviour of the network is classified as follow: no leakage,
during the leakage with no action (absorptive phase), and with action (adaptive/restorative
phases).

The anomality indicator curves for both examples are shown in Figure 10 and Figure 11. These
values result from the average relative pressure values of the whole network for each time. This
curve is at its highest level during the regular operation (close to or equal to 1) and at its lowest
level, when the pressure drop is at its lowest state. These curves can be representative of
resilience curves. So, these curves allow the water utility to characterise the network in terms of
its resilience phase and to better prepare for leakage by focusing on the points where there are
gaps. For instance, in Example 1, the impact of leakage (both before and after action) can be seen
in more areas of the network than in Example 2. This analysis shows which parts of the network
are most sensitive to leakage according to high-pressure zones and the relevant changes in
pressure in some specific regions. Comparing the adaptive/restorative phases for the two
examples (shown in Figure 10 and Figure 11), it can be concluded that being prepared to respond
to the event as quickly as possible would avoid huge pressure drops.

7 CONCLUSIONS

In this paper, we explored a dataset including two examples of leakage events and the ordinary
operation of areal WDN in Spain. The data was provided by sensor records and expert knowledge.
The resilience phases (i.e., absorptive, adaptive, restorative) within the collected dataset were
rebuilt using event-driven and data-driven approaches. The results illustrated the importance of
clustering the pressure head time series according to the phases of resilience. Capturing the
behaviour of the pressure head as a determining hydraulic parameter before, during, and after
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the leakage was achieved by means of a spatial-temporal analysis. The results were promising,
recognising the patterns of pressure head values throughout the network. It was observed that
the network behaviour could be categorised into 1) ordinary operation and 2) during the event,
which would allow to characterise the system behaviour when influenced by leakage /burst event
and also explore its adaptability to resilience phases.

The approach was based on the available information from sensors and expert knowledge in a
WDN. One of the benefits of this form of analysis is that if any sensor fails or is relocated, it is still
possible to identify an abnormal incident in the network by spatial-temporal analysis. It means
that the reflection of an event would be independent of only one specific sensor and will be
obtained through the extracted patterns. In other words, events can be traced even when there is
a lack of either historical data from sensors or records of utility experts. On the other hand, the
information given by sensors is useful for checking if the analysis is correct. If the history of an
event is missed, temporal-spatial analysis of pressures (and other parameters) can be practical.

The output of this preliminary study would be advantageous to develop research studies in many
aspects, such as:

e The ability to extract relevant patterns (i.e., feature maps) from the preliminary results of
the pressure head heatmaps allows for appropriate characterisation of these events.

e Increase the capacity of the network to learn from events by anticipating the potential
reaction of the network (in this study, pressure head change) to a similar type of event.

e Pressure distribution maps during an event make it possible to recognise the critical areas
in the network to a specific parameter before and after action. Many factors can be
considered to make the best decisions to improve the preparedness of WDN. For example,
a delay in pipe isolation (as an adaptive action) might negatively impact the pressure of
the entire network depending on the affected part. Developing this approach will help
identify the potential landmarks, the following purpose for our future study.

e This type of analysis with spatial-temporal dimension can be improved by including other
hydraulic/non-hydraulic parameters such as flow, weather temperature, and factors
causing the leakage (for example, pipe age, human/environmental interventions., etc.).

e The anomaly indicator could serve as a basis for further characterisation processes and
support the decision-making process in terms of the implementation/deployment of
actions likely to mitigate the effects of the event. In future research, we will investigate
how to anticipate future events by increasing the network preparedness, being proactive
in preventing the occurrence of an event, and/or responding more quickly to events.

o Intelligent data analysis tools are recommended for a comprehensive study of influencing
parameters for this approach, taking into account diversities in the event types, causes of
events, network types., etc.
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Abstract

Matching model complexity to application and ensuring sufficient complexity to capture the
emergent behaviour of interest is a perennial challenge. In this paper, we define a model as
the variables, parameters and factors that represent a particular place, time and situation, not
the software or algorithms. Specifically, we explore the cross products of spatial and temporal
scaling of water demands within extended period 1D network hydraulic model simulations to
predict the hydraulic conditions within individual drinking water pipes. High spatial scale
hydraulic models investigated include mapping each customer with a unique demand node
instead of the current practice of aggregated demand to nodes at the ends of pipe lengths. For
demand profiling, we compare top-down DMA inlet patterns at 15-minute resolution with
bottom-up stochastic demand patterns down to 1 second timesteps. The value of the resulting
increases in resolution of hydraulic model outputs are captured in a range of pipe specific
metrics that are likely to be indicative of water quality risk. Results explore different hydraulic
metrics some of which may indicate discolouration risk by correlating with consumer
reported discolouration events, showing how these change as a function of spatial and
temporal resolution. For example, increasing the temporal scale from 15 minutes to 1-second
results in more than a 100-fold increase in identifying flow reversal locations that can facilitate
settling of network discolouration material and therefore pose a discolouration risk. High
temporal scale is shown to capture the on/off nature of customer demands but a significant
impact on daily peak velocities can only be observed using a temporal scale of 36s or higher.
This work provides an indication of the quantity of added information which can indicate
model spatial and temporal resolution required to differentiate pipes according to
discolouration risk and hence improve targeting of pro-active maintenance and discolouration
management efficiency.

Keywords
Hydraulic modelling, Spatial scale, Temporal resolution, Discolouration metrics, SIMDEUM.

1 INTRODUCTION

1.1 Model spatial scale and temporal resolution

Discolouration of drinking water is a dominant issue, for example in the UK (United Kingdom) the
Drinking Water Inspectorate (DWI, independent auditors of UK water companies operating
practices) reported thatin 2019 1,811,121 customers were affected by significant discolouration
events [1]. Several studies have been conducted that estimate discolouration risk via different
hydraulic metrics, such as velocity or shear stress [2-4]. The metrics have then been used by
drinking water network modellers to design new systems or simulate discolouration risk.
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Matching model complexity to application, and ensuring just sufficient complexity to capture the
emergent behaviour of interest remains a perennial challenge.

Hydraulic models of drinking water distribution systems (DWDS) have historically been used to
model the overall continuity of supply and check water pressures as the principal equations are
well-known and conservative. Most of the standard principal equations of the DWDS solvers are
based on the Global-Gradient-Algorithm (GGA), which combines energy loss and mass balance
equations giving simultaneous solutions for pipe flows and nodal heads [5]. However, to save
computing power and increase simulation speed, hydraulic models are often constructed using
top-down approach and run at low temporal resolution (industry-standard temporal resolution
is 15 minutes). Top-down hydraulic models (standard lumped models) include determining water
demand of the whole district metered area (DMA) and then applying it to aggregated demand
nodes with a reducing multiplier. This process assumes that all nodes follow identical demand
profile thus failing to consider flow variability and stochastic effect [6]. Top down models have
been viewed as an efficient way of saving computing power and dealing with highly random-
stochastic demands of individual households [7]. However, since the creation of the GGA solver in
1988 computing power has increased millions of times [8] and stochastic demand generators such
as SIMDEUM and WUDESIM offer a way of dealing with individual household demands. Both
named toolkits can generate domestic water demands on a 1 second basis on a household level
which allows averaging and studying the patterns at different temporal resolutions [9, 10].
SIMDEUM has been validated via field measurements and has been shown to result in a realistic
representation of the likely network flows. This has the potential to highlight low flow and
potential material settling zones as well as the parts of the network that may be considered self-
cleaning [11].

It has been shown that the use of high-resolution SIMDEUM patterns has a direct impact on the
demand variability, however, the effect of spatial and temporal scale has not been investigated on
metrics determining discolouration risk [12]. Most referenced work has used hydraulic models
in some form to confirm flow conditions in a network or to evaluate water quality. In this paper,
we are taking the definition of a model as the variables, parameters and factors that provide an
adequate representation of a particular place, time and situation, not the software or algorithms.
Specifically, we explore the cross products of spatial and temporal scale of water demand within
extended period 1D network hydraulic model simulations to predict the hydraulic conditions
within individual drinking water pipes and the association of this with discolouration risk.

1.2 Discolouration metrics

Discolouration typically occurs when particles that have accumulated inside drinking water pipes
become mobilised through hydraulic changes [3]. It is now understood that two primary
processes allow material to accumulate generating a discolouration risk: cohesive material layers
on all pipe surfaces or sedimentation due to self-weight forces [13, 14]. Research has shown that
material accumulation is governed by daily conditioning shear stress [15]. Therefore, as velocity
has the most direct impact on the hydraulic conditions (shear stress) in a pipe, for pro-active
management it is important to understand the velocity thresholds that affect discolouration. One
well-established velocity threshold is the Dutch self-cleaning velocity developed in systems
without residual disinfectant. Earlier work on this defined a daily maximum of 0.4 m/s as self-
cleaning velocity [16, 17], but more recently a daily peak of 0.2 - 0.25 m/s has been deemed
sufficient to achieve self-cleaning conditions [2, 18]. It is important to note that this threshold has
been identified as sufficient to keep material accumulation via pipe wall mechanism (cohesive
material layers) and sedimentation minimal. Whereas another threshold of 0.05 - 0.06 m/s has
been described as a threshold above which suspended particles should not be able to form
sediments within the distribution pipes [2, 3, 19]. As described, discolouration is a mobilisation
mechanism and thus it is essential to examine the effect of both spatial scale and temporal
resolution on the threshold velocities which can be expected to affect discolouration risk.
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Fieldwork has shown that certain locations in drinking water networks can still pose a
discolouration risk despite experiencing velocities above the self-cleaning threshold [20].
Therefore, in addition to fluid velocity, it is also necessary to consider other criteria to map
discolouration risk across a network. Other metrics affecting discolouration risk do not have as
strong and proven correlation with discolouration risk as velocity but can still give an insight into
areas of concern. Flow reversals have been theorised to contribute to discolouration risk by
effectively creating a zone where incoming suspended material cannot escape, thus allowing
sediments to accumulate [14, 20]. Flow reversals alone however might not give a full picture as it
does not indicate whether material is truly stuck in any specific area of the network. Instead, flow
reversals combined with water age could give a better indication of discolouration risk as water
age together with flow routes has been shown to influence water quality [21].

2 METHODOLOGY

To investigate the effect of model spatial scale and temporal resolution a residential study DMA
site was selected in the UK. Figure 1 presents the DMA layout in two different formats: standard
lumped (top down) and all connections. The standard lumped hydraulic model for the area
considers 1358 customers spread over 235 nodes and 257 pipes (average pipe length 28m). To
modify the standard lumped model to an all connections model, GIS data was extracted and
imported into DNVGL Synergi hydraulic software. Tools within Synergi were then adapted to split
existing pipes into smaller pipe lengths (average new pipe length 4m) depending on the location
of individual customers from the GIS data (Figure 1). The geospatial accuracy of the new nodes
largely depends on the imported GIS data. This process created an all connections model adding
1178 new nodes and splitting the 257 pipes to 1367 pipes. All connection refers to including every
customer connection as a node along the pipe lengths.

/

A

Pipe Diameter
mm)
——o0-50

50 - 70
—— 70-90

90 - 110

—— 110-130

— 130-130

Figure 1. DMA layout in a standard lumped model (left) and all connections model (right). The blue icon
represents the location of the DMA inlet.

The next step of the modification process included generating individual stochastic household
demands for which SIMDEUM was selected. SIMDEUM patterns were calibrated to measured daily
inlet demand by modifying daily consumption to 115.8 Lpppd (litres per person per day) and an
average household size set to 2.3. For accurate calibration, social behaviour patterns that inform
SIMDEUM were revised based on a recent study conducted in a comparable neighbourhood in The
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Hague (NL) [22]. Social behaviour included setting unemployment rates, commuting habits and
night use based on measured data. The night use was exaggerated to capture the effects of leakage
by considering leakage as part of individual SIMDEUM demand profiles. Good calibration was
confirmed by comparing DMA inlet patterns between different configurations, which included
averaging SIMDEUM demands over multiple temporal resolutions. The selected time steps were
15 minutes, 9 minutes, 3 minutes, 36 seconds and 1 second (precise fractions of an hour) (Table
1). These individual demands were then allocated to nodes in Synergi so each node has the same
profile where only the temporal resolution of the demand changes. Nodes where multiple
customers share a single model node (apartments) were identified by checking GIS data.
Additional SIMDEUM profiles were generated and assigned to apartment nodes based on the
number of people that share a node.

The modifications retain the original lumped demand allocation in nodes and thus this converted
all connections model is the base model for the standard lumped model analysis (Configuration 1,
Table 2). Configurations 2-6 use the same all connection model with original demand allocation
removed and SIMDEUM demands allocated to individual customer nodes. This allows comparable
pipe lengths between the standard lumped model and the all connections models. As leakage is
considered part of the SIMDEUM profiles, the standard lumped model leakage allocation was
removed further highlighting only the effects of spatial scale and temporal resolution.

Table 1. Selected temporal resolutions with the demand profile and spatial allocation. All configurations use
the all connections model (Figure 1, right) allowing comparable pipe lengths.

Configuration 1 2 3 4 5 6
Time step 15 minutes | 15 minutes | 9 minutes 3 minutes 36 seconds | 1second
Profile Standard SIMDEUM SIMDEUM SIMDEUM SIMDEUM SIMDEUM
Allocation Lumped Individual Individual Individual Individual Individual

The metrics investigated include pipe-specific parameters: velocity profiles, peak velocity, flow
reversals and more complex metrics combining multiple thresholds. In addition, metrics such as
duration at stagnation, above a threshold and below a threshold were aggregated across the
model to showcase the effect of spatial and temporal scale. The effect of spatial-temporal scale on
water age was investigated as a node property.

3 RESULTS

Figure 2 shows the match of inlet flow between different configurations over 24 hours showing a
good calibration between automatically generated SIMDEUM profiles and the standard DMA inlet.
There is a slight underestimation of SIMDEUM daytime and night-time demands compared to the
standard DMA inlet pattern. The stochastic nature becomes more apparent as the temporal scale
increases, which can be seen by sudden increases and decreases in the flow. To highlight the effect
of temporal-spatial scale on the hydraulic model, this match between the automatically generated
stochastic SIMDEUM demands, and the DMA inlet pattern is considered sufficient for this study.
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Figure 2. DMA inlet pattern for different configurations.

The effect of spatial-temporal scale on velocities can be viewed as a realistic representation of
velocities in pipe sections. Figure 3 presents the velocity profile in a single pipe in the middle of a
dead-end and in a pipe in the middle of a looped section. Both pipe sections are not on the main
flow path. Regardless of the location of the pipe section, 1s temporal resolution always results in
the highest observed velocity. Figure 3 reveals that an increase in temporal resolution has the
most significant impact on the observed velocity profile. The change from low spatial scale to high
spatial scale and stochastic demands seems to be more significant for pipes in loops compared to
pipes at dead-end sections of the network, however, the standard demand fails to capture any
stochastic behaviour. It is apparent that the velocity in the looped pipe section is much more
stochastic as shown by the multiple sudden velocity changes crossing the x-axis entirely (flow
reversal). In addition, configurations using SIMDEUM demands result in a strikingly different
velocity profile compared to the configuration using lumped standard demand.
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Figure 3. The effect of spatial scale and temporal resolution on velocity in a dead-end pipe (left) and on a pipe
in the middle of a looped section (right).
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With the potential for material to settle, for example due to low velocities, stagnation may be
considered a key factor in estimating discolouration risk. For this, hours of stagnation were
calculated and tabulated across different spatial-temporal resolutions, Table 2. Here the increase
in spatial and temporal resolution is significant as evidenced by the steeper increase in the total
number of hours of stagnation across the whole network. In addition, the total hours spent above
or below two different key velocity thresholds (0.06 m/s and 0.25 m/s)[3, 18] were determined.
The standard model overestimates the time spent above 0.25 m/s and underestimates time spent
below 0.06 m/s compared to the higher spatial and temporal simulations. In addition, the
temporal resolution of 1 second results in the highest peak velocity across all pipes. Going from a
15 minute standard lumped model to a 15 minute SIMDEUM all connections model (spatial
change) has only a limited impact on peak velocities. Temporal resolution however has an
increasing impact as time steps reduce in size.

Table 2. The effect of spatial scale and temporal resolution on metrics aggregated across the model. For
reference, the total maximum possible hours across all DMA pipes is 32832 (hours).

Maximum Total hours of Total hours all pipes | Total hours all pipes
velocity across | stagnation across | experienced velocity experienced
the whole all pipes (hours) above 0.25 m/s velocity below 0.06
model (m/s) (hours) m/s (hours)
Effect of Spatial Scale and Stochastic Demands
15min Standard 1.20 1730 1063 24328
15min SIMDEUM 1.16 1900 610 26604
Effect of Temporal Resolution
15min SIMDEUM 1.16 1900 610 26604
9min SIMDEUM 1.17 2059 752 26644
3min SIMDEUM 1.29 2196 894 26634
36sec SIMDEUM 1.44 2554 954 26643
1sec SIMDEUM 1.53 2754 987 26523

Figure 4 shows the total number of flow reversals in 24 hours. The most notable difference is the
standard lumped model shows the total number of flow reversals across the whole network as 0.
The move from the lumped to the all connections model with SIMDEUM profiles reveals the
location of flow reversals plus further locations occur as the temporal resolution increases. As the
temporal scale increases, however, there are more opportunities for flow reversals with 43200
chances for 1 second simulations compared to 48 for 15 minutes, hence contributing to the
increase in total flow reversals observed. Configurations using SIMDEUM reveal that only the
pipes near the inlet and across the bottom right of the network are mostly unidirectional. Moving
away from the main flow paths results in the total number of flow reversals increasing with
increasing temporal resolution of the demand patterns.

Figure 5 presents results for maximum average water age for different configurations. Water age
analysis was run for 48 hours (sufficient to reach stable repeating daily patterns of water age with
the maximum water age being 24hours) at 0.005 hours temporal scale for configurations 1-5, for
configuration 6 the water age analysis time step was set to 0.0002778 hours (1 second). Higher
propagation timestep and longer total simulation times for water propagation analysis (water
age) did not have an impact on water age results. The results in Figure 5 show the maximum
average water age between 24 to 48 hours. A significant difference comes when moving from the
lumped model to an all connections model. The lumped model appears to have two redundant
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loops with high water age. Closer inspection revealed that due to the original lumped allocation
of demands or top down modelling approach the loops where water age exceeds 18 hours (in 15
min lumped config) have no flow through them. Added spatial scale fixed that error by considering
a more realistic spatial representation of water movement down all pipe sections. Temporal
resolution, however, seems to have only a limited effect on water age.

36 sec SIMDEUM

1 sec SIMDEUM

9 min SIMDEUM

3 min SIMDEUM

Total nr of Flow Reversals in 24h

s 25 100 15 min Standard

— 100 - 250

15 min SIMDEUM

Figure 4. The total number of flow reversals in each pipe section mapped across the whole network.
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Figure 5. Maximum average water age (hours) in each customer node mapped across the whole network.

Figure 6 investigates which pipes experience the proposed self-cleaning velocities by looking at
the maximum velocity in each pipe at different configurations. The figure also shows the apparent
random customer discolouration contacts from the past 7 years as black dots. The spatial scale
has a limited effect on maximum velocities, agreeing with the overall maximum velocity data in
Table 2. However, the increasing temporal resolution does show some differences. For example,
comparing 15min SIMDEUM to 1s SIMDEUM reveals that the bottom left dead-end pipe section
could experience self-cleaning conditions. Customer contacts are notoriously inconsistent (many
factors influence why a customer does or does not make a contact) and the potential correlation
between customer contacts and any metrics including self-cleaning velocities can only be
considered crude. Results however support a possible correlation with most contacts located
towards the top of the DMA where there are no self-cleaning pipes whilst around the inlet with
higher, potentially self-cleaning, velocities there are fewer reported discolouration events.

Figure 7 presents an example of a more complex combined metric where pipes are coloured by
the number of times experiencing velocity less than 0.06 m/s for more than an hour continuously.
This metric considers pipes where the velocity is below a potential sedimentation threshold for
long enough to allow the possibility of suspended material to settle. As was seen in Figure 3, the
increases in velocity may only be short-lived resulting in a stop-start motion of the flow, rather
than quiescent conditions for long enough for the suspended particles to settle out. Pipes with a
greater number of occurrences of consistently low velocity for an hour or more, perhaps correlate
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even more with the discolouration contacts from the past 7 years. This stop-start stochastic
motion in pipes is only picked up by high-end (1s) temporal resolution considering all

connections.

1 sec SIMDEUM /

36 sec SIMDEUM

3 min SIMDEUM 9 min SIMDEUM

Max Velocity
— .00 - 0.08

* 0.08-0.12
— .12 - 0.20
S— (.20 - 0.25
— .25 - 0.40
— 040 - 4.00

15 min Standard

15 min SIMDEUM

7

Figure 6. The maximum velocity in pipes across the DMA. Black dots mark the customer reported
discolouration events from the past 7 years.
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/

]

Nr of Times Pipe Experineces
Velocity Less than 0.06m/s for
More Than an Hour Continuously
— 0-1

1-2
- 2 -3
— 3-4
— -5

15 min SIMDEUM

— 24

Figure 7. Network-wide look at the number of times pipe experiences velocity less than 0.06 m/s for more
than an hour continuously. Black dots mark the customer reported discolouration events from the past 7
years.

4 DISCUSSION

Overall, the modification process was mostly automated and did not take much computing power
or time. However, simulating results on 1-second temporal resolution was computationally
demanding and could take several hours. In total 6 different scenarios were studied (Table 1) each
representing a different combination of spatial-temporal scale. The comparison between
configurations 1 and 2 highlighted the effect of increasing the model spatial scale and the addition
of stochastic demands. Configurations 2-6 showed the effect of the model temporal scale on
results.

The results reveal that the biggest effect of spatial resolution can be observed in downstream
pipes away from main flow paths. Hydraulic conditions affecting discolouration risk in residential
pipes off the main flow paths are not realistically represented by lumping demands to end of pipe
nodes. All connection models can, therefore, be viewed as a more realistic representation of
hydraulic conditions in residential area pipes, where flows are dominated by individual customer
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water consumption behaviours. The results are consistent with literature where it has also been
shown that low spatial scale and temporal resolution models only suffice modelling trunk mains
[23]. Moving from standard lumped models to the all connections model with 15 minute
SIMDEUM stochastic demands affected all studied metrics apart from peak velocity. However,
there was a limited impact for increasing temporal resolution on metrics that capture cumulative
effects of the water moving through a network. Similarly, only spatial scale with stochastic
demands seems to matter in determining total time spent under sedimentation threshold (0.06
m/s) [3, 14, 19]. Water quality surrogates such as water age (shown in figure 5) and chlorine [24]
aggregate time and pipe effects from source to point of interest thus only capturing cumulative
effects of the entire network.

Discolouration has been shown to be mainly a function of the network velocities (shear stress),
whilst metrics such as flow reversals may serve as additional criterion to help determine risk
zones [4, 13, 20]. In both cases the move to all connections model with stochastic demands seems
to have only limited benefit. Instead to capture discolouration risks in detail, increase of temporal
scale is needed. The results of this study show that high spatial scale models with stochastic
demands at temporal scale of 36s are sufficient to capture more than 90% of peak velocity values,
total time at stagnation, map location of most flow reversals and capture total hours above or
below a threshold. This is consistent with previous research where it has been shown that
temporal resolution of higher than 30s results in only 10% missed variance in instantaneous
water demands [12]. Standard lumped models underestimating time at stagnation correlate with
Blokker et al. (2008) where 1 minute temporal resolution was shown to be sufficient to determine
realistic peak Reynolds number and probability of stagnation [23]. Temporal scale of 36s revealed
that there are possibly hundreds of flow reversals in most residential area pipe sections even on
or close to main flow paths. Based on these results, the conditions in residential water network
pipes have much more start-stop motions and are more multidirectional than previously thought
[25]. This could significantly contribute to discolouration risk by trapping material and allowing
it to suspend or disturb already accumulated material. Customers either have their water tap on
or off for a mostly short amount of time meaning, this high temporal stochastic effect plays a
significant role in determining pipe specific hydraulic metrics. Based on the results of this study
and literature, metrics affecting discolouration risk have been shown to be primarily a function of
the hydraulic conditions in a specific length of pipe, which are influenced by both spatial scale and
temporal resolution (Figures 3, 4, 7) [2, 9, 10]. The all connections hydraulic models using
stochastic demands with temporal scale of 36s or higher can improve indication of discolouration
risk by revealing more pipe specific information.

Identification of discolouration risk may involve a combination of several different metrics and
their thresholds. Figures 6 and 7 attempted to correlate customer reported discolouration
contacts with self-cleaning pipes and an example of a combined threshold metric. In looped
sections of the network, an increase of the temporal scale only resulted in a small increase in
number of pipes observed to exhibit proposed self-cleaning velocities which might be due to the
extremely looped nature of the selected DMA. This indicates that to achieve self-cleaning velocities
and reduce discolouration risk, branched network layouts may offer an improved design [17, 26,
27]. The more complex metric of Figure 7 investigated the stochastic stop-start motion of the
velocity in individual pipe sections followed by a period that might facilitate both particle
aggregation (increased mass due to flocculation) and settling. This has been reported to take place
at velocities below 0.06 m/s [3]. It may then be considered that once settled, factors including
particle shielding and potential additional cohesive forces may result in higher shear forces being
required to re-mobilise allowing larger deposits to form creating a localised discolouration risk.

It is important to note that investigating potential correlations between discolouration risk and
modelled metrics based on customer contacts will remain inconclusive and field evidence is
required. This could then evidence both material accumulation zones and self-cleaning pipes
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facilitating modelling metrics to be developed to help improve targeting of pro-active network
maintenance and discolouration management.

5 CONCLUSIONS

This study investigated the effect of spatial and temporal scale on the drinking water distribution
system hydraulic model at a DMA level. Key findings from this study are:

e All connections models using stochastic demands capture more detailed hydraulic
information in residential area pipes that are considered important in determining
discolouration risk.

e Moving from industry-standard 15 minute lumped models to all connections models using
15 minute stochastic profiles (added spatial and stochastic effect) has minimal effect on
observed peak velocities, but impacts other possible discolouration metrics including
velocity profiles, flow reversals and water age.

e Increasing the temporal scale adds more information on pipe specific properties such as
velocity profiles, peak velocity and flow reversals but little additional information on
water age (as it is a water quality surrogate aggregating time and pipe effects from source
to point of interest) or identifying more potential self-cleaning pipes (daily maximum
velocity greater than 0.25 m/s).

e The combined threshold metric of times a pipe experiences velocity less than 0.06 m/s for
more than an hour continuously could be of use in identifying discolouration risk areas.
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Abstract

This paper presents a practical application of a model-based approach for leak detection and
location in a real water distribution network. The methodology is divided into three main
steps: 1) identification of the DMA with the highest leakage volume; 2) hydraulic model update
and 3) leak location by inverse analysis. The water distribution network is monitored through
14 flowrate and pressure sensors and data were available for 1.5 years. The methodology is
applied 15 times, specifically to five weekdays in three different periods with high seasonal
variation (summer, spring and winter). Regardless of the analysed period, obtained results
point to the presence of a leak with ca. 4 m3/h in a specific area of the network. This
approximate location is a starting point for the application of more precise leak location
techniques using acoustic equipment.

Keywords
Leakage identification, Leakage location, Hydraulic simulation, Minimum night flow, Optimization.

1 INTRODUCTION

The occurrence of pipe bursts represent an important source of water losses in water distribution
networks (WDN), depending on their frequency and size. Users usually report events to utilities
when surface flooding or service disruption occurs. The problem lies in events that do not cause
water to come up to the surface, nor cause service disruption. These events can continue
unreported for a long time, potentially leading to the loss of large volumes of water and the
consumption of energy and water disinfectants, whilst also posing a health risk to the population
due to risks of bacteria and pollutant contamination [1].

The first step towards an efficient leakage management is the accurate assessment for the water
volume that is lost. To this end, WDN are usually divided in smaller district metered areas (DMA)
in which the flowrates are continuously measured in the area’s inlets and outlets and the
consumed water volume is periodically measured in consumers. Leakage volumes in DMA are
usually assessed through the the minimum night flow (MNF) regime [2,3]. During the MNF,
consumption from users is usually minimum and the dominant consumption is due to leakage.
Such MNF analysis can reduce the search area from the whole WDN to a particular DMA.
Nonetheless, additional burst and leak location techniques are necessary to find the approximate
location inside the DMA and the exact location at the street level.

Leak location techniques generally involve the use of acoustic equipment (e.g., listening rods and
leak correlators) or of non-acoustic methods (e.g. gas tracer injection, ground-penetrating radar,
or infrared photography) [4]. Although accurate, these equipment-based inspection techniques
are time-consuming and labor-intensive processes, even in relatively small DMA [5]. Thus, a
software-based approach is should be used before to reduce the search area to a particular zone
in the DMA (e.g., at the street level).
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Distinct software-based techniques have been developed in last decades for leak detection and
location in WDN. These techniques can be roughly divided in model-based and data-driven
methods. Data-driven methods [6-8] use monitoring data that, combined with tools such as data
mining or artificial intelligence algorithms, allow the identification of possible leak location zones
[9]. Although these methods do not require a deep knowledge regarding the WDN hydraulic
characteristics (e.g., pipe characteristics or individual demands), extensive historical data records
of monitoring data and precise information on past pipe burst events are necessary. In many
water utilities, service work orders are collected by operational technicians who register
imprecise and incomplete data [10].

Model-based methods use a hydraulic simulation models and detect and locate leaks based on the
comparison of numerical results with measurements from pressure sensors and flowrate meters.
Examples of these methods are the inverse analysis [11-13], the network sensitivities’
computation and analysis [14,15], the error-domain model falsification [16,17], or based on a
classification problem [18,19]. Although promising results have been obtained using these
methods (see [13,20]), their application usually requires a robust and well calibrated hydraulic
model and a high number of pressure sensors with long time-records. In addition, obtained results
are highly sensitive to the uncertainty of model parameters (e.g., water consumption, valve states,
and pipe characteristics).

This paper presents the practical application of a model-based approach for leak detection and
location in a real WDN located in Porto Metropolitan Area, in Portugal. The network has a total
length of 37 km and serves 996 consumers, being divided in seven DMA. The water utility has
identified the existence of a leak by analysing the minimum night flow. The leak location is known
to be somewhere in an area along the embankment of a river, whose flow affects the noise
captured by the acoustic equipment. In this context, the water utility challenged the authors to
apply a model-based technique and find the leak location. This approximate location will be the
starting point for the application of more precise leak location techniques using acoustic
equipment. Data were collected in 14 sensors (seven pressure transducers and seven flowmeters)
during the period between 1st of June 2020 and 26th of December 2021. The number and location
of pressure and flowrate sensors were established by the water utility to monitor DMA (inlets and
outlets) both in terms of water consumption and pressure requirements. The model-based
methodology is applied to 15 different days divided into three periods (with different data
availability). Genetic Algorithms [21] are used as the optimization method. Obtained results are
discussed and the most relevant conclusions are drawn, focusing on the difficulties of
implementing model-based techniques to leakage location in real-life contexts.

2 METHODS

The used model-based methodology is divided in three main steps: 1) identification of the DMA
with the highest leakage volume; 2) hydraulic simulation model update and 3) leak location by
inverse analysis. The first step is aims at identifying the DMA with highest leakage volumes based
on the analysis of the MNF and at estimating the burst magnitude. The hydraulic simulation model
should be updated with the water consumption and valve settings corresponding to the collected
data period. Finally, the leak/burst is located by formulating and solving the inverse problem. The
objective is to determine the values of the unknown parameters (leak location and size) in the
hydraulic model that minimizes the difference between numerical results and real measurements.
These steps are further explained in the following sections.

2.1 Identification of the DMA with the highest leakage volume

A simple yet effective method is proposed herein to identify the DMA with the highest leakage
volume, as well as to roughly estimate the respective size. Two metrics may be calculated for this
purpose for each DMA by considering a complete day of measurements. The first metric (M1)
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quantifies the average water consumption during the MNF per service connection (SC)
[m3/(h.SC)] in each DMA. During the MNF, the user water consumption is minimum, the network
pressure is high and, thus, the leak volume has the highest contribution to the flowrate. The
second metric (M2) quantifies the average daily consumption per service connection [L/(day.SC)].
The water losses can be assessed in each DMA by comparing the metrics M1 and M2 values for
DMA with similar characteristics (e.g., similar size or topology) and by assessing if any DMA
presents outlier values of these metrics. The first metric aims to assess if unexpected consumption
is occurring during the night whilst the second metric aims to assess if unexpected consumption
is occurring throughout the day. The occurrence of outlier metric values for a DMA indicate that
every service connection of that DMA is presenting (on average) an abnormally high water
consumption during either the night (for the first metric) or through the day (for the second
metric).

Once the DMA with a high leakage level has been identified, the leak volume can be estimated. To
this end, the average of metric M1 values (without the outlier values) should be calculated for
DMA with similar characteristics. This value (in m3/[h.SC]) should be multiplied by the number of
SC in the DMA with leakage. This allows estimating the MNF (in m3/h) in a no-leakage scenario.
Finally, the leak size (in m3/h) can be estimated by subtracting the MNF in the no-leakage scenario
from the real MNF.

This analysis can be carried out for distinct periods (e.g., summer or winter, weekdays or
weekends) to validate the identified DMA with high leakage levels.

2.2 Hydraulic simulation model update scheme

The application of the leak location technique described in 2.3 requires the use of a hydraulic
model of the WDN. To guarantee reliable results, it is essential to minimize the uncertainty in
model parameters (which arise predominantly from water consumption [17]). This can be
achieved by updating the hydraulic simulation model with the actual water consumption values
that occurred (minus the effect of the leak) during the period for which the leak location analysis
will be performed. If telemetry at the user level is available, the hydraulic simulation model can
be updated with the individual consumption of each user (e.g., through an individual daily
measurement). In most cases, the individual consumption of each user is unknown and only the
total consumption of each DMA is known. In these situations, a consumption pattern for each DMA
can be created (and is equal to the DMA consumption); the base demand of each node (of each
DMA) represents the proportion of the consumption of that specific node concerning the overall
DMA. This proportion can be obtained, for instance, based on the billing records (i.e., the amount
of billed water).

In addition to water consumption, boundary conditions must be properly updated. These include
settings for valves, pumps, and tanks. For this purpose, specific time step controls can be
developed if measurements are available (e.g. a rule can be created for the setting of a PRV based
on the outlet pressure measurements of the PRV).

2.3 Leaklocation

The leak location can be carried out by solving the inverse problem, that is, by finding the values
of the unknown parameters (leak size and location) in the hydraulic model, that minimize the
differences between numerical results and real measurements [11-13].

Consider the N vector containing the indexes of all potential leak locations (e.g., all node) in the
DMA identified in 2.1. A single-objective optimization problem is formulated and two decision
variables are considered, namely, the leakage location (defined as a discrete variable that may
assume any value in N) and the leakage size (i.e., the value of the emitter coefficient C, defined as
a continuous variable). Two types of constraints are considered, namely, a set of implicit type
constraints considering hydraulics systems (which are guaranteed by the hydraulic solver) and
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an additional constrain which bound the algorithm solution search space by avoiding solutions
that may cause negative pressures in the system. The optimization problem can be formulated as
follows:

Search for X = [L;,C;]; L; €N
Minimize F(x) (1)
Subject to P; > 0

where L; and C; are the node index and emitter coefficient value for leakage in location i, N is the
vector containing the indexes of all nodes in the DMA, and P;is the pressure at location 7 (for the
leak scenario).

Finally, the objective function F(X) is defined as the weighted sum of squared differences between
real and simulated values for both pressure and flowrate at the measurement nodes (assuming a
leak in location L; and size C;) as follows:

. ; 2
_— (Psg%%lors(k) —Psg,qgors(k))z N, (Q§§#éorq(k) — sté’#sorq(k))
Ppnt Qpnt (2)
FX)=%Y X )
N N
k=1 s=1 P q=1 q
[ ]

where N, and N, are the number of pressure and flowrate sensors, respectively; PL¢% (k) and
Psensor s(k) are, respectively, the real and simulated (with the leak in location L; and size C))
pressure values in sensor s with respect to time k; erg,‘{éorq(k) and Qgensor g are the real and
simulated flowrate values in sensor q with respect to time k, respectively, and Tis the total number
of time steps considered in the analysis.

Pyn: is the average pressure measurement error (m) and is based on the average observed
pressure values at sensor nodes and the pressure sensor reading percentage error as indicated by
the manufacturer. Similarly, Qpy; is the average flowrate measurement error (m3/h) as is based
on the average global system demand and the flow reading percentage error.

3 APPLICATION: RESULTS AND DISCUSSION

3.1 Case study description

The case study is a WDN located in Porto Metropolitan Area, Portugal, with an overall network
extension of around 37 km. The WDN is supplied by a single water tank and is divided into seven
DMA. Pressure and flowrate measurements were collected through 14 sensors, installed in the
inlets and outlets of the DMA, during the period between 1st June 2020 and 26t December 2021
with a 15-minute time step. The WDN is located in a hill, resulting in significant elevation
differences between the water source (at 162 m) and the lowest point supply location (at 12 m).
As such, pressure-reducing valves (PRV) are installed at different locations in the WDN to reduce
excessive pressures. The hydraulic simulation model was developed in EPANET and includes one
storage tank, 1,058 node junctions, 344 valves, and 728 pipes. Figure 1 presents a schematic
representation of the WDN with the location of measuring points (MP) and the PRV in relation to
the DMA inlet and outlets. The number of service connections of each DMA is also presented.
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Figure 1. WDN scheme with the location of MP and PRV concerning the DMA inlet and outlets.

Figure 2 depicts the data availability for each of the sensors between 1st June 2020 and 26t
December 2021. Although 14 sensors are installed in the network, there is not a single period
where data from all the sensors is simultaneously available. The missing data are due to the fact
that some sensors had not yet been installed (e.g., MP6 was only installed in September 2021) and
due to sensor malfunction (in the remaining sensors with missing data). Based on the data
availability, three distinct periods (of five weekdays) are selected for analysis: one week in august
2020 (period P1), one week in March 2021 (P2) and one week in December 2021 (P3).

Figure 2. Data availability for the 14 sensors in the period from June 2020 to December 2021 (in horizontal
bars) and selected periods for analysis (in vertical bars).

3.2 Identification of the DMA with the highest leakage volume

Leak detection is carried out based on the calculation of metrics M1 and M2 (as explained in 2.1)
for each DMA. The metrics are calculated for every weekday of the three periods of analysis and
the average metric values are computed in each of the three periods. This calculation requires the
consumption values (in each time step) for each DMA to be known. This consumption is directly
linked to the inlet flowrate measurements in downstream DMA (i.e, DMA B, D, E, F and G).
However, in intermediate DMA (such as DMA A and C), this consumption is obtained by a water
balance between inlets and outlets. For instance, the consumption of DMA C is obtained by a water
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balance between the inlet (MP3) and the four outlets (MP4 to MP7). A similar process is applied
to DMA A between the inlet (MP1) and the two outlets (MP2 and MP3).

Although the water balance is easily calculated, not all inlet/outlet values were available. This
compromises the balance calculation of cascade DMA, since all the unaccounted demand for DMA
with missing data is assumed as leakage. In these situations, an estimation of DMA consumption
(in each time step) is carried out based on the average consumption per service connection in the
remaining DMA.

Table 1 presents the average metric results (for the five weekdays) for each DMA in each period.
The highest value of each column is highlighted in bold. DMA A presents no value for the first
metric (in either period). The consumption of this area is calculated based on a water balance
using data from sensors with different characteristics and measurement errors. Also,
overestimation of water consumption for certain DMA might occur. As such, negative values for
water consumption in this area are obtained (especially during the night period). In these time
steps, the value of zero consumption is assumed, hence the value for the first metric. By assessing
the first metric value, it is possible to conclude that leaks are present in several DMA. Nonetheless,
DMA C is likely to have a major leak. Note that it is unlikely that, on average, each service
connection (of the 357) in DMA C consumes more than double the amount of any service
connection of the remaining DMA during MNF, regardless of the period of analysis. This is
confirmed by the results of the metric M2, as it is unlikely that the average daily consumption of
service connection in DMA C is more than double than in the remaining DMA. A more plausible
explanation for the metric values in DMA C might be the existence of a major unknown leak/burst,
which results in additional water consumption, both during the night and throughout the day.

Table 1. Average M1 and M2 values for each DMA during each period

Week in August 2020 Week in March 2021 Week in December
P1 (P2) 2021(P3
DMA ) SC M1 G M2 M1 M2 M1 )MZ
[m3/(h.SC)] | [L/(day.SC)] | [m3/(h.SC)] | [L/(day.SC)] | [m3/(h.SC)] | [L/(day.SC)]
DMAA | 147 0 425 0 220 0 308
DMAB [247| 0.0016 273 0.0031 300 0.0045 291
DMAC [357| 0.0157 610 0.0148 595 0.0177 646
DMAD |121| 0.0006 286 0.0003 232 0.0019 233
DMAE | 84 0.0074 413 0.005 353 0.0035 271
DMAF | 48 0.0035 334 0.0031 300 0.0068 334
DMAG |179| 0.0032 366 0.0034 316 0.005 326

The estimation of leak/burst size in DMA C is carried out as described in 2.1. The leak size is
estimated for each day of the three period as follows: 1) the average M1 values for DMAs (with
the exception of DMA A and C) is calculated; 2) this value is multiplied by 357 (the number of
service connections in DMA C) and a new MNF (without leakage) for DMA C is obtained; 3) the
leak size is estimated by subtracting the new MNF (without leakage) from the real MNF.

Table 2 presents the average leak size (for the 5 weekdays) for each DMA in each period. Based
on these results, the leak is estimated on 4 m3/h. The two exceptions (in period P2) can be
associated with the overestimation of consumption values.
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Table 1. Size of leakage in DMA C in distinct periods

Leakage size [m3/h]

Monday | Tuesday | Wednesday | Thursday | Friday
Week in August 2020 (P1) 4.64 4,51 4.54 4.26 4.33
Week in March 2021 (P2) 3.98 4,88 3.08 4.79 4.36
Week in December 2021(P3) | 4.73 4.68 4.80 4.69 4,94

3.3 Hydraulic simulation model update

A total of 15 days (divided in 3 periods) are considered for the leak location analysis. As such, a
total of 15 hydraulic simulation models (one for each day) are developed. In each model, two
major update processes are carried out, namely, the water consumption of DMA and the settings
of PRV.

The water consumption of each DMA is updated through a consumption pattern. Note that the
base demand of each node (in each DMA) represents the proportion of the consumption of that
specific node in relation to the overall DMA. Furthermore, the consumption of DMA C (where the
leak is located) should be updated without the leakage effect. This is done by subtracting the leak
size (as previously calculated) from the DMA C consumption in each time step. Figure 3 depicts
the consumption pattern for each DMA on Monday, 13th December 2021, including the pattern for
DMA C with (in dashed red line) and without (in solid red line) the major leak effect.

Figure 3. Consumption pattern for each DMA. The pattern for DMA C is depicted both with leakage (in dashed
red line) and without leakage (in solid red line).

The second update process focuses on boundary conditions through controls of PRV settings. This
is essential as PRV, although having a fixed service pressure value, often fluctuate around that
value. Furthermore, time-controlled actions are often associated with such devices (e.g., for
reduction of pressure during night hours) which must be accurately translated into the hydraulic
simulation model. In this study, controls are created for PRVs 2, 4, and 5 based on the available
measurements of PRV outlet pressure. Figure 4 exemplifies the update process of PRV 2, and its
effect on MP7 (which is located further downstream). The default setting for PRV 2 is 35 m, as can
be observed by the orange line. The value of 35 m may be adequate for the day period, as observed
by the proximity of the orange line to the dark blue line. However, it is not adequate for the night
period as these lines differ by approximately 10 m. Furthermore, the setup of PRV 2 directly
influences the MP7; by considering a fixed set point of 35 m in PRV 2, an almost static pressure
value of 110 m is observed in MP7 (in red line). By assigning the measured PRV 2 outlet pressure
values (in dark blue line) to controls in the hydraulic simulation model, it is possible to obtain
similar valve settings (as shown by the overlap of dark blue and dashed green lines). As a result,
simulated and real measurements in MP7 (in dashed grey and green lines) vary just slightly;
simulated pressures are in fact higher as a lower overall water consumption (since the leakage is
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not modelled) is used. Lastly, real and simulated measurements in the inlet of PRV 2 differ greatly.
Although modelling error might be present, the real pressure measurements values (around 80
m) are above the maximum possible value of 68 m (considering that the reservoir is located at
162 m of elevation, and the MP3 is located at 94 m). This indicates that a problem might exist with
this sensor (either lacking calibration or within the measurement system itself) which, effectively,
invalidates its usability.

Figure 4. Effect of updating PRV 2 (with values MP3 Out) in the MP7

Although two additional PRV can be found in the network (PRV 1 and 3), they are not easily
calibrated through the assignment of controls as no pressure sensor is placed downstream of
those valves. As such, the fixed setting is used as provided by the water utility.

3.4 Leaklocation

Leaklocation is carried out as described in 2.3 for the night period in each day of each period (with
a total number of 15 optimization runs). A specific hydraulic simulation model was prepared for
each day (as described in 3.3). Hydraulic simulations are carried out in EPANET [22] by using the
Water Network Tool for Resilience (WNTR) Python package [23]. The inverse problem is solved
using Genetic Algorithms [21] with Pymoo Python package [24]. In problem formulation, all nodes
of DMA C are considered as potential leak locations.

Three pressure sensors (MP2, MP4,and MP7) and two flowmeters (MP1 and MP3) are considered
in the analysis for period P1. Due to data availability, two pressure sensors (MP4 and MP7) and
two flowmeters (MP1 and MP3) are considered for the analysis in period P2. For period P3, a
single pressure sensor (MP7) and two flowmeters (MP1 and MP3) are used. Many of the
optimization problems lead to similar locations and, thus, from the total of 15 problems, only 3
distinct locations were obtained. Such locations are depicted in Figure 5 in blue circular markers
and are grouped in a specific zone in DMA C (more specifically near the outlet to DMA G).
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Figure 5. Obtained leak locations

Figure 6 depicts the simulated (after optimization) and real measurements for Monday, 13t
December 2021. Although the optimization is carried out only for the night period, the simulated
and real measurements are presented for the complete day. These results show that, after the
optimization, real and simulated flowrate measurements (in MP1 and MP3) overlap almost
perfectly. Pressure measurements (in MP4 and MP7) present small differences, most notably in
MP7 during the night period. Such differences may be associated with additional head loss effects
that are not considered in the analysis, for instance, unknown valve status, which induce local
head losses.

Figure 6. Comparison between simulated and real measurements after leakage location

By assessing the results of the three period, and based on the available sensors and data, it is
possible to conclude that the leak may be located at downstream the DMA C. Note that the number
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and location of pressure and flowrate sensors were established in order to monitor DMAs both in
terms of water consumption and pressure requirements and not for leak location. Although such
sensors can be used for leak location (as shown), their location is not optimized for that objective.
This is a reality in many Portuguese water utilities, as investment in sensors is carried out mainly
to monitor water consumption and inlet pressure of DMA. Ideally (and in addition to the already
installed sensors), an optimal number of pressure sensors should be established, for instance,
based on the analysis of the hypervolume indicator [25], and whose location is optimally defined
to carry out leak detection and location [26].

4 CONCLUSIONS

This paper presents the practical application of model-based methodology for leak detection and
location in a real WDN. The methodology is based on three main steps, namely: 1) identification
of the DMA with the highest leakage volume; 2) hydraulic simulation model update (specifically
water consumption and valve settings) and 3) leak location (by formulating and solving an inverse
problem).

The WDN is monitored through 14 (flowmeter and pressure) sensors installed in the inlet and
outlets of the seven DMA. Data are available over the period between the 1st of June 2020 and the
26t of December 2021. The methodology is applied 15 times, specifically to five weekdays in three
periods (August 2020, March 2021, and December 2021). Results from the first step indicate that,
regardless of the period being assessed, a leak with 4 m3/h does exist in DMA C. In the second
step, 15 hydraulic simulation models are developed by updating the real water consumptions
(occurring during that period) and by creating valve controls (based on the measured PRV outlet
pressure). Finally, 15 leakage locations are obtained in the third step by solving 15 optimization
problems. Obtained leak locations point to a specific zone in the DMA C and should be treated as
the starting point for the application of more precise leak location techniques in situ (e.g., acoustic
equipment).

This study also demonstrates the difficulties of implementing model-based techniques for leak
location in real-life contexts. Although large capital sums are already invested in network
monitoring of water consumption and service pressure by water utilities, the installed sensors are
often insufficient and non-optimally located. This is a reality in many Portuguese water utilities,
which require further investment in network monitoring so that automatic model-based
techniques for leak location can become a common practice in Portuguese water utilities.
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Abstract

The assessment of accumulated sediments inside drinking water pipes is an important step
for determining the risk of water quality deterioration for a sector of a distribution network
and for scheduling the required maintenance activities that minimize this risk. Water utilities
and researchers have traditionally used turbidity data collected during flushing operations to
quantify the discolouration potential in isolated pipe lengths. Flushing has an elevated cost of
specialized personnel, consumes large quantities of drinking water, and offers poor
information about sediment conditions prior to mobilization (e.g. structure, position on the
pipes). The last problem must be overcome by gaining a better understanding of the processes
driving material accumulation, which might help in the development of strategies to prevent
sediment deposits. In addition, a complex relationship between turbidity and SSC also makes
it difficult to accurately translate turbidity units (NTU) into physical units of concentration
(e.g- mg/L). This paper aims to consolidate the macroscopic estimations of sediment deposits
in drinking water pipes using turbidity data and to propose a microscopic complement that
provides richer data about sediment deposits at the pipe wall. The research was developed
through a controlled experiment using a full-scale PVC pipe system that mimics the
operational conditions of drinking water distribution systems. In the experiments, the
drinking water was amended with iron oxide particles that progressively adhered to the pipe
walls during 30 days of steady flow conditioning. After the conditioning period, the pipes were
flushed to mobilize the sediment deposits. The SSC of water samples collected during the
experiments were used to produce translation factors for the online turbidity data.
Macroscopic sediment loads were estimated based on the difference between suspended
sediments at the inlet and outlet of the pipe loop, while microscopic loads were estimated
through the direct observation of particles on pipe wall samples using automated brightfield
microscopy. Physical metrics were proposed to adequately represent the sediment load data.
Results from the turbidity data analysis produced insights about the impacts of experimental
conditions on the SSC translation factors, while microscopy images allowed a detailed
assessment of particles deposited on the pipe walls including information about their particle
size distribution and dispersion.

Keywords
Discolouration, Iron Oxide Particles, Suspended Sediment Concentration, Brightfield Microscopy.

1 INTRODUCTION

Pipes in drinking water distribution systems (DWDS) commonly experience a chronic material
loading [1] that contributes to the accumulation of several contaminants on their pipe walls,
including inorganic particles, metals and viable biofilms [2]. This increases the risk of a drinking
water contamination event, where a considerable fraction of accumulated materials is quickly
mobilized by the bulk flow [3, 4]. This can lead to interactions between the bulk water and the
pipe walls that can gradually degrade drinking water quality [5]. The case of material mobilization
has historically been the focus of research due to severe water discolouration events that often
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surpass established guidelines for potable water turbidity and regulated metals. However, health-
related impacts of chronic drinking water degradation are gaining interest because of the
prevalence of key contaminants in material deposits (e.g., anti-microbial resistant genes [6, 7]),
that have a direct path to the population through drinking water. In either case, water utilities
typically have the goal of reducing accumulated material in pipes so as to reduce the risk of
contamination in their drinking water systems [4, 8-10].

The first step toward effective material accumulation management is the establishment of a
reliable method to quantify the material load, which is already a challenge due to several factors,
including: 1) material accumulation is often localized in DWDSs [8, 10]; 2) material composition
varies across networks and can include a large range of inorganic and organic elements [3, 4, 11,
12]; 3) accumulation and mobilization phenomena occur over short time scales [11, 13]; 4) the
majority of pipes are buried, and a commercialized solution to easily access material deposits is
not currently available. Due to these factors, previous approaches to quantify material load in
DWDSs have been restricted to the analysis of specific drinking water elements (e.g., turbidity,
iron, viable microorganisms), and not fully interchangeable among systems. Historically, the
investigation of material accumulation is connected to events of rapid material mobilization
commonly known as discolouration events [13], where the increase of pipe flow rate provokes the
mobilization of materials from the pipe wall. The increase of particulate material in suspension
produces the “discoloured” aspect of the water, as a consequence of a decrease in the translucid
quality of the water rather than a change in colour. Therefore, the measurement of water turbidity
- a common water quality parameter that measures the level of light scatter of fine particles in
suspension in Nephelometric Turbidity Units (NTU) relative to an established standard in a
reference solution [14] - has emerged as the main parameter to quantify material accumulation
loads in DWDSs.

Previous research has been focused on turbidity data from flushing operations that were
intentionally produced to mobilize materials and clean pipes, from field and laboratory DWDSs
[11, 15-18]. These included approaches that considered a pseudo-mass balance of turbidity to
estimate material accumulation load in selected systems [19], and the development of
discolouration models based on the conservation of turbidity for a wide range of systems [20-22].
Because turbidity is an aesthetic aspect of drinking water, it is also strongly related to customer
perception of drinking water quality—something that has motivated its adoption as a key
parameter in previous research focused on improving customer satisfaction [15, 16]. Turbidity-
based approaches in discolouration research are mostly founded on the argument that the
correlation between turbidity and suspended sediment concentration (SSC) remains stable with
a consistent particle size distribution (PSD) and particle composition [22, 23]—two parameters
that determine their interaction with light. By comparison, other researchers have shown that
these conditions are not commonly met in DWDSs, and that the relationship between SSC and
turbidity can change substantially among systems and during abrupt changes in operational
conditions [11, 24, 25]. Recent research has shown that drinking water PSD is directly connected
to the fluid velocity in the pipes and might rapidly change due to the selection of particles that
remain in suspension for individual operational conditions—a factor that may drastically alter the
relationship between turbidity and SSC [25].

Researchers have also argued that turbidity rather than material load and SSC is a better indicator
to manage material accumulation because it directly translates to customer satisfaction [1, 15].
However, drinking water turbidity does not necessarily correspond to water quality, since
contaminants might still be present in dissolved form (originating from accumulated materials),
or as particles that only make a small contribution to turbidity. Larger particles in the range of
50 pm - 500 um produce little turbidity due to their low abundance in drinking water [22], but
they have an equivalent mass of thousands of fine particles (1 pm — 10 um). These large particles
might still be mobilized during elevated flow events, and it is reasonable to assume that they have
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a greater potential to harbour higher contaminant loads than do fine particles while still being
small enough to be undetected by customers. In this context, the customer’s perception of
drinking water quality is biased and insufficient to fully evaluate the risks of contamination events
from pipe wall material deposits. Meanwhile, several aspects of the material accumulation
problem are still poorly understood, and these are still under-represented by current drinking
water quality assessment practices. Nonetheless, there is no proof of a conservation of water
turbidity since the changes of PSD are independent of changes of SSC [26]—something that may
affect the reliability of long-term models that only consider water turbidity to forecast material
accumulation.

The lack of direct assessment of pipe wall conditions and the indirect nature of data acquired
through flushing and material mobilization also creates additional challenges to fully understand
and quantify material accumulation on drinking water pipes. Turbidity approaches use a short
mobilization period (e.g., minutes) at the end of long accumulation periods (e.g., months) to detect
a final time-average of material load. In addition, during flushing activities the period of material
mobilization from pipe walls is proportional to the flow acceleration period [27] while the water
is travelling downstream in the pipes. This produces a mixing of released material from long pipe
sections into the same control volume. This tends to decrease the accuracy of material deposits
localized through turbidity data and prevents the investigation of distinct attachment along the
pipe circumference. By comparison, the processes that account for material accumulation occur
over long-time scales (e.g., years) and occur at a microscopic scale at the pipe wall. For this reason,
the investigation of the detailed mechanics of material accumulation requires methods of
observation of similar time and space scales. Figure 1 contrasts the time and space scales of the
processes of material accumulation and mobilization.

Figure 1 - Comparison of length and time scales of material accumulation and mobilization processes in
drinking water pipes.

In this context, previous research has proposed direct methods for assessing biofilms in DWDSs
[28, 29] supported by established methods in microbiology that are traditionally used to
investigate microorganisms. However, only recent approaches have allowed the direct
quantification of inorganic particles on the pipe walls through acquisition of pipe wall samples
and direct observation using brightfield microscopy [30]. The method was specifically developed
to identify iron oxide particles (the dominant particle that causes in discolouration events [3, 12])
for PVC pipes in a controlled full-scale water distribution laboratory. Using this setup, this paper
is focused on comparing two independent pipe wall material quantification approaches based on
turbidity and microscopy observations. A controlled experiment was developed in a full-scale PVC
laboratory system that partially mimics the conditions of operational DWDSs. The main
simplifications of the study were the induced absence of biofilms and the use of stable and
homogeneous iron oxide particles in suspension. These simplifications were adopted to facilitate
the estimation of particulate deposits in physical mass units.

2 METHODS

2.1 Laboratory experiments
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The experiments were realized in the Drinking Water Distribution Laboratory (DWDL) at Queen’s
University. The DWDL can mimic the hydraulic conditions of real distribution systems in a
controlled environment. The laboratory has two independent pipe loops, that are comprised of a
water tank with a volume of 3.6 m?, two variable-speed centrifugal pumps (low-flow and high-
flow) and 11 coils of IPEX Blue Brute PVC pipe Class 235 (DR18) with an internal diameter 108
mm, and a total length of 193 m. Prior to each experiment, the tanks were cleaned, and the entire
system (tanks and loops) was disinfected using sodium hypochlorite at a free chlorine
concentration of 20 mg/L with a contact time of 24 h. A unidirectional flushing flow rate of 16 L/s
was used to mobilize any remaining material deposits accumulated in the pipes, and the flushed
water was discarded and replaced by local drinking water from the City of Kingston. Several water
samples were collected at the tap during the experiments and tests showed an average SSC of 60
ug/L with a corresponding turbidity of 0.08 NTU.

The experiment consisted of a 28-day conditioning phase where a fixed volume of water was
recirculated at a constant flow rate between the pipe loop and the tank, and a flushing phase
where the pipe loop was flushed in 3 sequential steps [31-33]. The hydraulic conditions for each
experimental stage are presented in Table 1. A steady conditioning flow rate of 0.6 L s'1 was
chosen based on the average flow rate measured in distribution water mains of Canadian DWDSs.
The steady flow was used to simplify the interpretation of the particle attachment phenomenon
on the pipe walls. The use of a closed system volume (no water renewal) was chosen to make it
possible to perform a mass balance on the material entering and leaving the pipe loop. In doing
so, it was possible to quantify the amount of particulate mass accumulated in the pipe loop and
the amount of mass mobilized in each flushing stage. The closed volume also assisted in
preventing biofilm formation due the limited source of nutrients in the initial drinking water. In
addition, a free chlorine concentration of approximately 0.2 mg/L was maintained through weekly
addition of sodium hypochlorite to the system based on weekly monitoring and an empirical
decay curve.

The experiment was completed in duplicate using the North and South pipe loops, where the
water was inoculated with 1 mg L1 of particulate iron oxides to encourage the formation of iron
oxide deposits on the pipe wall. The SSC value is substantially higher than common values for
drinking water but chosen to amplify the material attachment phenomena and facilitate its
detection. During the experiments, both pipe loops were subject to the same hydraulic,
environmental, and physico-chemical conditions to obtain a duplicate set of data. A chemical
grade of red iron oxide powder from Alpha Chemicals, with a composition of 82% of Iron(I1I) oxide
- Fe»03 was chosen to be the source of particles for the experiments due to its stable particulate
form and insolubility in water. The powder particle size distribution analysis through laser
diffraction showed a predominance of small sizes, with 10% of particles smaller than 0.8 pm, a
median particle diameter (Dso) of 6.3 um, and 20% of particles larger than 10.8 um. A stable water
conductivity and pH measured through the experiments suggested that little changes in the water
chemistry occurred during all the experiments.

To start the experiment, the iron oxide particles were added as a single load into the tanks. This
method was preferred to a progressive addition of particles mostly due to the practical challenges
of maintaining a consistent concentration in the system due to the lack of control of particles
mixing in the tanks. After the inoculation, the pipe loops were operated at a steady, conditioning
flow rate (Table 1) for 28 days to allow particles to adhere to the pipe walls. Following the
conditioning phase and prior to the flushing phase, the tank and the pipes on the suction and
discharge sides of the pumps were pre-flushed to remove whatever iron oxide particles may have
accumulated in these sections and to prevent reintroducing materials from these components into
the pipe loops during the flushing steps of the experiment. In the flushing stage, three
unidirectional flushing steps were performed in sequence in each pipe loop to mobilize material
deposits from the pipe walls at different WSS levels (Table 1). During the flushing steps, the pipe
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loops were operated in a non-recirculatory manner, where the water was discarded at the outlet
of the pipe loop instead of re-entering the tank.

During the experiments, the flow rate and turbidity were continuously monitored at 1 Hz in each
pipe loop with two Sierra InnovaSonic® 205i Ultrasonic Flow Meters (+0.5%) and two online
Hach TU5300sc turbidimeters (+0.01 NTU). The turbidimeters were configured to monitor the
water at the pipe loop inlet and at the pipe loop outlet. The TU5300sc turbidimeters were
specifically chosen for use in the DWDL due to their small flow cell of only 10 mL. However,
because the sensor uses a “flow-through approach” and required the extraction of the water from
the system, a special installation scheme was needed to achieve a reliable operation and prevent
the depletion of the finite water of the system (Figure 2a). First, unique plastic sampling ports that
collect water from the centreline of the pipes was developed using 3D printing technology
(Figure 2b). The aim of this bespoke sampling device was to achieve an approximate isokinetic
sampling condition - same fluid velocity entrance at the collection tubing as the local flow velocity
- to reduce sampling errors associated with the inertia of the suspended particles. Second, a
modification of the sensor operation was realized by the addition of a small plastic centrifugal
pump in the tubing downstream of the sensor location that pumped the water back into the pipe
loop (Figure 2a). These modifications guaranteed that the required flow rate for the sensor
operation was consistent and maintained regardless of the hydraulic conditions in the pipes. In
addition, the installation of the small centrifugal pump downstream of the sensor prevented
possible impacts of this pump to the sensor readings. Several preliminary tests using multiple flow
configurations and controlled concentrations of similar iron oxide particles demonstrated that
turbidity readings were very sensitive to hydraulic conditions of the sensor tubing. These justified
the substantial efforts placed to guarantee a consistent operation of the turbidity sensors during
the experiments.

Figure 2 - a) Special scheme for the installation of turbidimeters in the pipe loop; b) rendered model of the
3D printed sampling ports to collect/return water at the centreline of the pipes.

A similar approach was used to collect grab water samples from the centreline of pipes during the
experiments for measuring the bulk water SSC. 3D printed sampling ports designed to maintain
isokinetic conditions were produced for low- and high-sampling flow rates. Low-flow ports were
installed at the inlet and outlet positions of the pipe loop, while a single high-flow sampling port
was installed at the outlet only. The low-flow ports were mainly used to collect samples during
the conditioning phase of the experiments under stable conditions. By contrast, the high-flow
sampling ports were used to collect large sample volumes during short periods of the flushing
phases under potentially variable SSC conditions.

A unique pipe wall coupon sampling system [30] was used to directly monitor material deposits
on the internal surface of the PVC pipes. The coupon sampling system was developed by cutting
out circular PVC coupons from the native PVC pipe and mounting them on a 3D-printed coupon
support base. The circular PVC coupon and support base were designed to be inserted in custom,
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pre-drilled holes and affixed with a metal clamp to prevent leakage when the pipe loop was
pressurized. The coupon system allows for a precise surface alignment of the internal surface of
the coupon with the surrounding pipe wall surface that is in the range of + 0.1 mm. This guarantees
that the internal surface of the coupon will experience the same flow conditions as does the
surrounding pipe wall without disturbing the local velocity profile in the viscous sub-layer region
(VSL). Only coupons installed in the invert positions were used for the material quantification,
since no particles were found in the obvert and springline positions [34]. During the conditioning
phase of the experiments, pipe wall coupons in the invert pipe position were acquired every 7
days to assess the pipe wall conditions. During the flushing phase, invert pipe wall coupon samples
were acquired between the flushing steps to assess the pipe wall conditions.

2.2 Material estimation based on turbidity data

The continuous, high-frequency monitoring of turbidity at the inlet and the outlet of the pipe loops
was used to estimate changes in the SSC of the bulk water that was sequentially used to calculate
the transport of iron oxide particles from the bulk water to the system pipe wall and tank. For this,
turbidity data was transformed to continuous SSC data through calibration coefficients
(x (mg L't NTU-1)) obtained from valid SSC samples that were also complemented by previous
experimental data under similar conditions [34]. Turbidity values for the calibration were
obtained directly from the pipe loop - from the correspondent control volume from where the SSC
samples were collected - rather than values from portable turbidimeters. For the flushing stage
of the experiment, SSC sample data was regressed against turbidity data to estimate a constant
calibration coefficient. However, for the conditioning stage of the experiment, a decrease of the
calibration coefficient was observed over time. To cope with this, a calibration coefficient curve
(x (t)) that varied as function of time was used to transform the turbidity data to SSC values. The
calibration coefficients were used to transform the turbidity data series (7(NTU)) to SSC
(€ (mg L-1)) using Equation 1.

C=kx XT (D

Following this, the flux of suspended sediments (Qss (mg s1)) through the turbidity monitoring
sections was calculated using Equation 2 as the product of the measured flow rate in the pipes
(Q (L's1)) and the SSC (€ (mg L-1)). The total accumulated load of iron oxide particles attached to
the pipe wall (Mprw (mg)) in each experimental stage was estimated by integrating the difference
in suspended material flux at the inlet and outlet of the pipe loop length between the
turbidimeters over time (Equation 3).

Qss =0Q XC (2)

Mpw = | (Qss,in — Qss, our )dt (3)
t

where t= period of time over which suspended materials are deposited on pipe wall (seconds);
Qss, in, Qss, our = flux of suspended sediments estimated from turbidity data measured at the inlet
and outlet of the pipe loop. The duration of the inoculation stage was 180 minutes (corresponded
to 3 complete turn-overs of the pipe loop volume), and the conditioning stage lasted for 30 days.
The period that corresponds to the passage of 3 pipe-loop volumes was used for each flushing
step.

The material accumulated in the tanks (Mrux(mg)) was calculated using Equation 4 as the
difference between the total mass of iron oxide particles initially added (Mr. (mg)), the material
load estimation of particles attached to the pipe wall (Mpw(mg)), and the material mass that
remained in suspension (Mssc (mg)). The load of material in suspension (Mssc (mg)) was estimated
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with Equation 5 by multiplying the instantaneous SSC (€ (mg L-1)) at the inlet position by the total
volume of the water (V7 (L)).

Mrank = Mpe — Mpy — Mgsc (4)

Mgsc = C X Vr (5)

Equations 1 - 5 were used to estimate the accumulation of iron oxide particles on the internal
surface of the pipe loops during the inoculation and conditioning phases (positive material load),
and the mobilization of iron oxide particles from the pipe surface after each flushing step (negative
material load). Before the pipe flushing stage, the tank and pump side of the system was pre-
flushed at the maximum flow rate, and all particles that could be mobilized were discarded with
the renewal of the tank water. Because of that, and due to the non-recirculating strategy adopted
during the pipe flushing stage, all material load entering in the pipe loop during the flushing stage
was assumed to be negligible.

2.3 Material estimation based on microscopy data

Pipe wall samples were retrieved from a middle section of the pipe loop during the conditioning
and flushing phases of the experiment and were processed according to the monitoring scheme
developed by the authors [35]. Pipe wall samples collected from the invert pipe positions were
used in this study. All samples were collected within a pipe length of 20 m located approximately
100 m from the inlet of the pipe loop and assumed to be invariant with the pipe length. The pipe
wall samples were carefully unmounted from their 3D-printed support base and air dried at 30°C
for 24 h before they were imaged with a brightfield microscope. Four samples and up to 44 fields
of view (FOV) of each coupon sample were captured per sampling cycle using an automated
upright microscope Nikon Eclipse Ni-E in brightfield mode and a CFI60 Super Plan Fluor ELWD
40x objective lens. The final images were used to characterize the attachment of iron oxide
particles on the pipe wall and their adherence to the PVC pipe substrate by means of a MATLAB
image-processing script and a quantitative particle analysis. The image-processing script was
used to detect individual iron oxide particles by differentiating them from the PVC pipe substrate
and calculating their individual coverage area (um2). The multiple FOVs captured from each
coupon sample were used to calculate the particle coverage area mean and standard deviation.

The microscopic material load Mror(mg) per field of view area was calculated by following a
number of steps. First, the total volume of iron oxide particles detected in each FOV (Vp (um3))
was estimated using Equation 6 by multiplying the mean particle cross section area (4p (um?)) by
the average particle diameter (dp(um)) that was determined to be 1.5 pm from the analysis of a
previously generated dataset [34]. For the total volume calculation, it was further assumed that
the particles were spherical and therefore a volume reduction factor of 0.52 (ratio between the
volume of a sphere imprint into a cube) was applied (Equation 6). In comparison to Braga and
Filion [34], the new method proposed here aims to improve the previous calculation of particle
volume through its equivalent diameter. In addition, the new approach is also supported by data
from recent experiments [25], which suggests that only small particles (< 5pm) should be able to
reach the coupon sections under the hydraulic conditions tested. An estimate of the average iron
oxide particle mass per FOV (Mror(mg)) was calculated by multiplying a constant iron oxide
density (p) of 5.24 mg cm-3 by the total volume (Equation 7), and the average iron oxide area
density per FOV (Sror(mg m-2)) was calculated by dividing Mror(mg) by the microscope image
FOV area (Arov) of 0.071x10-¢ m? (Equation 8).

Vp = 052 X Ap X dp (6)
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Mpoy = p-Vp ™)
M
Srov = A;:(?\I// (8)

In order to calculate the total material load on the pipe loop using the microscopy data was
required to extrapolate the average iron oxide area density per FOV to the total area covered by
particles, while experimental evidence from the experiments suggest that particle attachment
occurred only in the invert region of the pipe circumference [34]. A corrected surface area
(Are (m?)) corresponding to the area occupied by particles, was estimated from the total pipe area
(Ar(m?)) using Equation 9. The correction factor a corresponds to the fraction of the pipe
circumference where materials were deposited. The observation of inner pipe walls after
preliminary experiments suggested that most of the material deposits had accumulated on the
invert region of the pipes. Therefore, in this study it was assumed a=1/16 (angle of 11.25° for
each side from the pipe invert). The average iron oxide area density per FOV (Sror (mg m-2)) was
also assumed to represent the average area density in the invert region of the whole pipe loop
length.

Ape = aAr 9)

Finally, the estimation of the total material load accumulated on the pipe wall based on the
microscopy data (Mpw mic (mg)) was calculated using Equation 10 by multiplying the average iron
oxide area density per FOV (Sror (mg m-2)) and the corrected surface area (4r (m?)).

Mpyw mic = Srov X Are (10)

3 RESULTS & DISCUSSION

Figure 3 presents the relationship between SSC and turbidity used for the estimation of
particulate material transport in the experiments. Figure 3a shows the decay of the linear
transformation coefficient x along the conditioning stage period of the experiment, and the
empirical equation used to interpolate the data. After approximately 20 days of conditioning,
there was no more measurable fractions of the SSC in the bulk water, but there was still a
detectable level of turbidity caused by the iron oxide particles that resulted in a coefficient k = 0.
The decrease in the coefficient over time was likely caused by the more rapid attachment of larger
particle fractions to the pipe wall during the experiment— a phenomenon that was also observed
in Braga and Filion [25]. But in this case the effect was hastened by the passage of the recirculating
water through the tank region where the flow is laminar and insufficient to maintain particles in
suspension and causes the particles to settle more rapidly. The disproportional reduction in larger
particle fractions relative to the fine fractions likely changed the PSD of the particles in suspension
which in turn had an impact on the relationship between turbidity and SSC [14].

By comparison, Figure 3b shows that an adjusted constant coefficient k = 0.35 mg L-1 NTU-! fit the
sample data well during the flushing stage of the experiments. The goodness-of-fit adjustment of
the calibration coefficient indicate that particle suspension from all flushing steps had a similar
PSD. This suggests that all flushing operations mobilized particles of similar sizes. This
observation agrees with observations from previous experiments that showed that a narrow
range of fine particle sizes are selected to populate the downstream sections of the pipe loop,
while larger fractions are rapidly lost in the initial pipe lengths [25]. The SSC samples collected
during the flushing stage of the present experiment corresponded to the middle section of the pipe
loop (same as the coupon sections) and did not incorporate material from the initial pipe sections.
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Figure 3 - a) Decay of the calibration coefficient k along the conditioning phase of the experiment; b) linear
SSC vs. turbidity relationship for the flushing phase of the experiments.

The results of the SSC and estimations of iron oxide particle accumulation on the pipe wall using
the turbidity data for the conditioning phase of the experiment are presented in Figure 4. In
particular, Figure 4a shows the SSC and the iron oxide particle accumulation on the pipe wall in
the first 3 hours following the particle inoculation. The data here suggests that a rapid
accumulation occurred in the first hour during the first passage of the particle plume through the
pipes. This observation is likely explained by the entrainment of large particles (>6 um) from the
tank and into the loop; these large particles were likely rapidly deposited in the initial sections of
the pipe loop [25].

Figure 4 - SSC and iron oxide particle attached on pipe wall for the the conditioning phase of the experiment
after a) 3 hours, and b) 28 days.

Once the larger particles settled to the bottom of the tanks and onto the internal surface of the
pipes, the concentration of particles held in suspension decreased at a lower rate (Figure 4b).
Particle accumulation on the pipe wall progressively increased based on the small difference
between the inlet SSC and the outlet SSC as shown in Figure 4b. Despite this, the accumulation
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rate decreased over time and reached a value of zero after 20 days of conditioning when the SSC
levels measured in the bulk water fell to zero. Approximately 1.5 g of iron oxide particles were
deposited in the pipe loop at the end of the conditioning phase.

Results for the SSC and particle mobilization during the flushing phase of the experiments are
presented in Figure 5. The first flushing step (FS1- Figure 5a) mobilized the larger particles with
a mobilization of 0.8 g for both pipe loops (72% of total mobilized load). The second flushing step
(FS2 - Figure 5b) also mobilized a substantial amount of material (21%). Also, the particles that
remained attached to the pipe wall had a shear strength higher than the self-cleaning level of
1.2 Pa (WSS of the FS1) previously proposed [17]. Lastly, the third flushing step (FS3 - Figure 5c)
showed that a small fraction of particles (7%) was able to resist a shear stress of 3.0 Pa (WSS of
the FS2); these particles however were mobilized at 5.0 Pa. However, it is noted that very low
turbidity levels likely resulted in higher proportional errors in the estimation of the turbidity
profile during the third flushing step FS3.

Figure 5 - SSC and iron oxide particles mobilized from the pipe wall for the the three flushing steps (FS1, FS2
and FS3) of the flushing phase of the experiment.

The SSC profiles of all flushing steps were similar and showed a slight tendency to reach peak
turbidity at the single pipe volume turn-over point (Figure 5). This suggests that particle shear
strength was independent of the pipe length, but that a higher accumulation load occurred in the
initial sections of the pipe and progressively decreased along the pipe length. Approximately 1.1 g
of iron oxide particles were mobilized from the pipe wall during the flushing phase.
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The location of the iron oxide particles in all phases of the experiment was estimated by way of a
mass balance analysis and the results are shown in Figure 6. In the conditioning phase, from an
initial total mass of 4.4 g of iron oxide particles added to the system, only 19% remained in the
bulk water 3 h after the inoculation, while 73% were estimated to be deposited in the tanks and
9% were attached to the pipe loop. The results suggest that the bulk fraction was mostly
transferred to the pipe loop rather than to the tanks, while the material accumulated in the tank
was reduced from 73% to 67% during the conditioning phase. This error is likely caused by an
underestimation of the initial bulk water SSC, which was calibrated mostly through SSC samples
collected from the turbidity positions at the pipe loop - a position that most large particles never
reached. However, the error affected the early estimations of the material deposited in the tanks,
since the fraction of particles accumulated in the pipe wall was estimated based on a SSC
difference. In this case, the error in the initial bulk water SSC was resolved by the SSC difference
operation. The only error remaining in the pipe wall load estimation arose from a longer period
for the coefficient k to reach zero, which in this case had a negligible contribution to the final load.

In the case of the flushing phase (right side of Figure 6), an initial load of 1.5 g of iron oxide
particles accumulated on the pipe wall was progressively mobilized through the three flushing
steps (FS1, FS2 and FS3). The flushing step FS1 mobilized 54% of the estimated attached particles,
the FS2 step mobilized 16% and the FS3 step mobilized 5%, while an estimated fraction of 25%
of the initial particles remained attached to the pipe walls. These correspond to 9% of the initial
fraction of particles inoculated in the system.

Figure 6 - Location of the iron oxide particles introduced in the pipe loop at various stages of the experiment
(estimated through a mass balance analysis). “Tank” denotes the particles that settled to the bottom of the
tank, “Bulk Water” denotes the particles held in suspension in the pipe loop, “Pipe Loop” denotes the particles
attached to the internal surface of the pipe wall, and “Mobilized” denotes the particles mobilized during the
flushing steps. It is noted that at the beginning of the flushing phase of the experiment (after 28 d), 1.5g of
particles were adhered to the pipe wall and this mass is represented as 100% in this figure.

The results of the comparison between the turbidity and microscopy approaches to estimate the
mass of particles attached to the pipe wall are shown in Figure 7 for each stage of the experiment
where pipe wall samples were collected. During the conditioning phase, the microscopy
estimations were substantially smaller than the turbidity-based method. The discrepancy may be
explained by results from previous experiments that suggested that particle accumulation occurs
to a greater extent in the upstream sections of the pipe loop near the inlet [25] and to a lesser
extent in the downstream sections near the outlet. Because pipe wall coupons were only available
in the middle section of the pipes, their data extrapolation to the whole pipe loop largely
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underestimates deposits from initial pipe sections. By comparison, results for the flushing phase
shows good agreement between both methods, confirming the decrease in particles on the pipe
loop along the three flushing steps and a remaining fraction on the pipe wall even after the third
flushing step FS3.

Figure 7 - Comparison of turbidity and microscopy approaches to estimate the mass of particles attached to
the pipe wall for the conditioning and flushing stages of the experiment.

Lastly, the results of the microscopy approach to estimate the mass of particles attached to the
pipe wall during the conditioning phase are shown in Figure 8. Particle accumulation followed a
linear trend over time and suggested that particles accumulated on the pipe wall at the rate of
6.3 mg day! during the conditioning phase, while an approximate load of 0.46 g was initially
deposited during the first passage of the particle plume. These estimations correspond only to
particle fractions observed on the coupon wall samples, but they support the hypothesis that a
small attachment rate of fine particles does prevail in suspension for longer periods [25]. It is
worth noting that the error bars only considered the variation of material estimation across
multiple FOVs of microscopic images, and do not include the extrapolation error of the data for
the entire pipe area.

Figure 8 - Estimations of particle attachment with the microscopy approach for the conditioning phase of the
experiment.
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4 CONCLUSION

This paper presented a turbidity approach and a direct microscopy approach to quantify the
accumulation of iron oxide particles in a full-scale PVC pipe loop facility that mimics an
operational DWDS. Results showed that particle accumulation on the pipe walls ended after 20
days of conditioning. At this time, approximately 30% of the material introduced into the loop had
accumulated on the pipe wall and the rest accumulated in the system tank. Microscopy results
showed that the accumulation of particles on coupon samples was 3 times smaller during the
conditioning phase due to the fact that the bulk of particles were deposited in the initial sections
of the pipes, away from pipe wall samples. However, material estimations after the three flushing
steps showed good agreement between the turbidity and microscopy data, suggesting the larger
fractions causing earlier discrepancy were mobilized in the first flushing step. Approximately 8%
of the particles introduced into the pipe loop remained in the pipes after the last flushing step with
a WSS of 5 Pa.

The efforts made to estimate material loads in physical units were fundamental to the mass
balance approach used in the experiments, and for the direct comparison of the turbidity and
microscopy quantification methods. The assumption of a constant relationship between SSC and
turbidity for all stages of the experiment would have created a strong discrepancy in the results.
Specifically, a large fraction of particles added to the system that did not contribute to turbidity
would not have been quantified. The proposed methods still have considerable sources of errors,
but these are likely smaller than errors incurred by using uncalibrated turbidity data or porting
coefficients from systems with different or unknown particles characteristics.

Future research will aim to better assess drinking water SSC and PSD. This will have the potential
to reduce errors of turbidity data usage for material accumulation estimations, while the evolution
of the microscopic assessment methods has also potential to contribute to complementary data.
New studies are also needed to examine the occurrence of biofilms and possible precipitation of
particles as sources of material accumulation at the pipe wall, as well as additional pipe wall
materials and other operational conditions such as variable flow.
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Abstract

This paper aims to investigate the interplay of suspended sediment concentration (SSC) and
the fluid velocity that are both responsible for the rapid formation of sediments deposits in a
full-scale laboratory system with PVC pipes. The specific objectives of the paper were to:
(1) estimate the average rate of iron oxide particle deposition on PVC pipes immediately after
the rapid release, and during the passage of, a highly-concentrated plume of iron oxide
particles that typifies discolouration events in real systems; (2) determine whether previously
deposited particles on the pipe wall from the passage of previous iron oxide particle plumes
affect the average rate of iron oxide deposition and attachment to the pipe wall. Experiments
were realized in a test facility that mimics the operation of drinking water systems using a
special design method to accurately inoculate and detect the passage of iron oxide particles
through the pipes under steady flow conditions commonly found in water networks. The
experiments consisted of the passage of 3 sequential waves of particles, tested for three
different SSC and three different flow velocities.

The results showed that increasing the inlet water quality conditions and the concentration of
the particulate plume tended to increase the total deposited load while fluid velocity had a
negligeable impact on the total deposited load. The results also showed that both an increase
of concentration and fluid velocity produced an increase in the average deposition rate, and
that this was mainly caused by the shorter conditioning period of the experiments at higher
velocities. Further, the experimental results did not show any change in average particle
deposition rate and attachment across the three plumes. This suggests that the presence of
particle deposits from previous plumes had a negligible impact on particle deposition and
attachment.

Keywords
Drinking water discolouration, particle deposition, wall shear stress.

2022, Universitat Politécnica de Valéncia

2nd WDSA/CCWI Joint Confi
/! oint Conference 220


https://doi.org/10.4995/WDSA-CCWI2022.2022.14093
https://orcid.org/0000-0002-1425-7080

Model for fast deposition of fine iron oxide particles on PVC pipe mains during the passage of a suspended particle plume in a full-
scale laboratory system

1 INTRODUCTION

It is well established that important changes in the water quality conditions often occurs between
the discharge works of a water treatment facility and the consumer’s tap. Indeed, as treated water
is conveyed through the distribution system it is subject to several processes (e.g., internal
corrosion, resuspension of fine and coarse particles from the pipe wall) that can cause its quality
to change dramatically before it reaches the consumer’s tap [1]. For this reason, it is not surprising
that red water problems and customer complaints are still a major concern for water managers
responsible for the operation and maintenance of distribution systems in North American cities.

Heavy metals such as iron and manganese are of particular concern for utilities since they are
often responsible for the creation of discolouration events and for the deterioration of water
aesthetic that can often lead to customer complaints [2]. Iron and manganese particles can be
imported from upstream metallic pipes that have undergone some level of corrosion, as these
metal products are resuspended into the bulk flow and transported to downstream pipes. Despite
this, it is still unclear to researchers and practitioners alike what are the key processes that cause
particles to migrate to the pipe wall from the bulk flow and to adhere to pipe wall under normal
flow conditions. Moreover, water utilities often lack the tools and methods to adequately assess
the build-up of material deposits in operational networks.

In this context, this paper aims to examine the extent of acute particulate attachment on pipe walls
following the rapid release and travel of a concentrated plume of iron oxide particles immediately
following a simulated discolouration event in controlled experiments completed in a full-scale
PVC pipe loop laboratory. The specific objectives of the experiments were to: 1) estimate the load
of iron oxide particle deposition on PVC pipes immediately after the rapid release, and during the
passage of, a highly-concentrated plume of iron oxide particles that typifies discolouration events
in real systems; 2) determine whether previously deposited particles on the pipe wall from the
passage of previous iron oxide particle plumes affect the average rate of iron oxide deposition and
attachment to the pipe wall.

2 METHODS

The experiments were performed in the Drinking Water Distribution Laboratory (DWDL) at
Queen’s University (Figure 1), using a full-scale pipe loop rig that simulates the operation of
drinking water mains. The pipe laboratory system is comprised of a water tank with a volume of
3.6 m?, two variable speed centrifugal pumps and 11 loops of IPEX Blue Brute PVC pipe Class 235
(DR18) with an internal diameter of 108 mm, and a total length of 193 m. During the experiments,
the pipe loop system was operated in a non-recirculatory manner, where drinking water from the
City of Kington was continuously added to the tank, pumped through the pipe system, and
discarded at the end. The water from the City of Kingston has a pH of 8.1, a hardness of 123 mg L.
1-CaCO3 and an alkalinity of 92 mg L. 1 CaCO3, and has approximately 1.7 mg L 1 of dissolved
carbon and 1.0 mg L 1 of total nitrogen [3]. During the experiments the water temperature ranged
between 12°C and 14°C.

In the experiments, drinking water was amended with iron oxide particles of known particle size
distribution at the inlet to the pipe loop to induce the formation of material deposits on the pipe
walls. A chemical grade of red iron oxide powder from Alpha Chemicals, with a composition of
82% of Iron (III) oxide - Fe;03, was chosen as the source of particles for the experiments due their
representativeness of iron oxide particles found in DWDSs and their stable particulate form and
insolubility in water. The powder was sent to a commercial laboratory to split it into sub-samples
of 50 g with identical particle size distributions (PSD) using a mini rotary splitter from Retsch
company model PT100. The PSD of two sub-samples picked at random was analyzed with a
Malvern Mastersizer 3000 particle size analyzer (laser diffraction). The insolubility of the
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particles and negligible amounts of dissolved iron in the local drinking water guaranteed that
particles remained stable during the experiments.

- S £ Ao

Figure 1. Drinking Water Distribution Laboratory (DWDL) at Queen’s University.

A total of five experiments were performed with a variable concentration of suspended particles
(F1C1, F2C2 and F1C3 in Table 1) and a variable conditioning flow rate (F1C1, F2C1 and F3C1 in
Table 1). During all the experiments, the pipe flow rate and turbidity were continuously
monitored at a sampling frequency of 1 Hz using two Sierra InnovaSonic® 205i Ultrasonic Flow
Meters (¥0.5%) and two online Hach TU5300sc turbidimeters (+0.01 NTU). The turbidimeters
were configured to monitor turbidity at the inlet (7% of the pipe length) and outlet (98% of the
pipe length). Turbidity was measured from water continuously sampled from the centre of the
pipe ata constant sampling flow rate. Only steady flow conditions were tested, but due to the short
duration of the experiments, these flows can be interpreted as the highest daily peak flows of
operational systems commonly used to determine the conditioning WSS in systems with variable
demands [4, 5].

Table 1. Hydraulic and water quality conditions for the experiments.

Experiment | SSC“ Flow Velocity | Reynolds | WSS? Pipe loop RT¢
(mg L) (LsY (ms?1) | Number | (Pa) (min)

F1C1 20.0 0.60 0.07 7000 0.02 50.9

F1C2 40.0 0.60 0.07 7000 0.02 50.9

F1C3 60.0 0.60 0.07 7000 0.02 50.9

F2C1 20.0 1.80 0.20 21000 0.11 17.0

F3C1 20.0 2.75 0.30 32 000 0.24 11.1

a. Suspended solids concentration.
b. Wall shear stress based on the Darcy-Weisbach equation.
c. Pipe loop residence time (RT) calculated by dividing the pipe loop volume of 1.7 m3 by the flow rate.

Each experiment was divided in three independent sub-stages (P1, P2 and P3), where plumes of
suspended particles were produced at the inlet of the pipe loop and completely transported
through the pipe loop outlet before the introduction of the next plume in the next sub-stage. Each
plume was created by injecting a known volume of a concentrated solution of iron oxide particles
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(CSIOP) at the inlet of the pipe loop with a known SSC over an injection period equal to the time
required for the water to travel 60 m downstream of the injection point given the prevailing flow
rate in the pipe loop. The plume length of 60 m was mainly defined by a limitation of the maximum
injection volume under stable mixing conditions in the CSIOP. A new CSIOP was prepared for each
plume, by adding a known mass of iron oxide particles (IOP) into a known drinking water volume
in a mixing baffled tank operated at a fixed mixing intensity. After the IOP addition in the tank, a
period of 5 minutes was used to allow the particle suspension to stabilize in the mixing tank. A
diaphragm pump was used to pump water from the bottom of the CSIOP tank (approximately
10 cm away from the tank walls) from a position of intense mixing between two of the four vertical
baffles and inject it at a constant flow at the inlet of the pipe loop, at the centreline cross-sectional
position of the pipe. At the end of each injection period, the steady flow conditions were
maintained in the pipe loop for an additional period required to refresh the equivalent of 1.5 pipe
loop volumes to guarantee that all suspended particles from the sediment plume had exited the
pipe loop. Between each of the different experimental conditions tested, the pipe system was
cleaned at the highest flowrate (16 L s'1) to re-establish identical initial condition for all the
experiments.

Following each injection, grab samples were collected at the inlet and outlet sampling port
locations to determine SSC at those locations and to assess changes in the particles in suspension
after the passage of each plume. The collection of grab samples was synchronized with the fluid
velocity in the pipe loop to collect 4 L of water from the centre of the passing sediment plume. The
SSC of the grab samples was determined using a dry-weight method, by filtering the sample
volume with pre-weighed 0.45 pm glass microfiber filters, drying the filters at 105°C for 1 hour,
and weighing them again after drying with a precision scale. The full details of the experimental
design can be found in Braga and Filion [6].

3 RESULTS & DISCUSSION

The impact of source concentration and velocity on the average deposition rate were examined.
Figure 2 plots the fraction of the inoculated particles that was deposited in the pipe wall after the
passage of each plume and the average deposition rate for different inlet concentrations and fluid
velocities. Note that the deposited load is calculated by taking the difference between the total
material load at the injection point and the total material load at the outlet. The results in Figure 2
shows that a stable fraction of 74% of particle was deposited in the walls for the experiments with
same velocity and three different concentrations, while the same fraction reduced for 69% for the
two experiments with higher velocities and similar concentration of the experiment F1C1. This
result suggests that the conditioning velocity of 0.07 m s were not sufficient to maintain a large
fraction of the particles in suspension (74%), and a velocity increase above 0.2 m s-! was only
sufficient to keep an extra 5% of the particles in suspension, preventing their deposit in the pipes.
Figure 2 also shows that both an increase of concentration and fluid velocity produced an increase
in the average deposition rate (secondary y-axis in Figure 2). Such increase was mainly caused by
the shorter conditioning period of the experiments at higher velocities. Is hypothesized that most
of particle deposition occurred right after their injection into the pipe loop. Therefore, the
instantaneous deposition rate at the beginning of the experiment must have exceeded several
times the average deposition rate estimated here, which was reduced by the longer period
required for the plume passage through the pipes.

At the outset of the study, it was hypothesized that the particle accumulation rate of the 2nd and
3rd plumes might be affected by the presence of particles deposited on the pipe wall after the first
plume. The basis for this hypothesis is that the particles from the first plume might make the pipe
substrate more favourable to particle attachment. The results however did not show a change in
total deposited load or average deposition rate across the three plumes introduced into the pipe
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loop. This suggests that the presence of particle deposits from previous plumes had a negligible
impact on particle deposition and attachment.

Figure 2. Deposited load and average deposition rate for each plume of each experiment performed at three
different velocities and similar concentration (F3C1, F2C1 and F1C1), and at three different initial
concentrations and similar velocity (F1C1, F1C2 and F1C3).

4 CONCLUSION

The aim of the paper was to examine the extent of particulate attachment following the passage
of a concentrated plume of iron oxide particles that may arise in systems following a
discolouration event. A set of controlled experiments were performed in a full-scale water
distribution laboratory to 1) estimate the average rate of iron oxide particle deposition on PVC
pipes immediately after the passage of the plumes, and 2) determine whether previously
deposited particles on the pipe wall from the passage of previous iron oxide particle plumes affect
the average rate of iron oxide deposition and attachment to the pipe wall.

The results showed that increasing the inlet water quality conditions and the concentration of the
particulate plume tended to increase the total deposited load, but its proportion to the load of
added particles remained constant for all three concentrations at the same fluid velocity. The
increase of fluid velocity above 0.2 m s-1 produced a slight decrease of the proportional deposited
load of particles of 5%. The results also showed that both an increase of concentration and fluid
velocity produced an increase in the average deposition rate, and that this was mainly caused by
the shorter conditioning period of the experiments at higher velocities.

At the outset of the study, it was hypothesized that the particle accumulation rate of the 2nd and
3rd plumes might be affected by the presence of particles deposited on the pipe wall after the first
plume. The experimental results did not show any change in average particle deposition rate and
attachment across the three plumes. This suggests that the presence of particle deposits from
previous plumes had a negligible impact on particle deposition and attachment.
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Abstract

Understanding the adhesion properties of sediments that accumulate on the wall of drinking
water pipes is an important step in the development of mitigation strategies to prevent the
formation of deposits and protect drinking water. Research based on flushing of operational
pipe mains that mobilized particulate sediments from isolated pipe sections has shown that
fine iron oxide particles are a recurrent major component of these deposits. In addition, it has
been established that adhesion forces proportional to the flow wall shear stress (WSS) develop
between the pipe wall and accumulated particles, which prevents the washing-off of particles
during common conditioning flows and provokes a rapid resuspension during high-flow
events that cause water discolouration. Discolouration models have also showed that
sediments have a variable shear strength, and, therefore, a fraction of material may resist a
first increase in WSS but then be mobilized after a second increase in WSS. To explain the
variable shear strength of layers, researchers have hypothesized that sediments accumulate
as cohesive layers, which might be explained by the growth of biofilm among particulate
material. Although current models have successfully explained sediment mobilization during
flushing, the prediction of material accumulation and its shear strength is more challenging
due to the lack of a comprehensive understanding about the accumulation process.

The aim of this paper is to examine how particulate iron oxide that are rapidly deposited on
PVC pipes develop variable shear strength under common hydraulic conditions found in
drinking water distribution networks. A set of experiments were performed in a full-scale
laboratory facility, where selected iron oxide particles were controlled and used to amend the
feed water at the entrance of a 200 m pipe loop during a short period of time to create a
suspended sediment plume with constant concentration. Experiments were realized at three
different concentrations and three different velocities. In each set, three sequential plumes
were used to accumulate particles on the pipe walls, followed by three sequential flushing
steps used to mobilize the particulate material. The deposition of iron oxides in the PVC pipes
were assessed indirectly through suspended sediment concentration (SSC) and turbidity data.
Results showed that iron oxide particles predominantly accumulated in the first sections of
the pipe wall. Most sediments were found to have weak shear strength and were easily
mobilized with the first flushing step. However, the mobilized load from the second and third
flushing steps revealed a consistent mobilization of sediment with higher shear strengths.
These shear strengths were higher in the experiments with a higher inoculation concentration,
and they were lower in experiments performed with a higher conditioning fluid velocity. The
results suggest that variable shear strength can develop without biofilm. Additional long-term
experiments are still required to evaluate the evolution of sediment shear strength which
possibly can increase with time.

Keywords
Discolouration, Pipe Flushing, Iron Oxide Particles, Shear Strength, Wall Shear Stress.
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The identification of variable shear strength of particles deposited on drinking water PVC pipes after the passage of a suspended
particle plume in a full-scale laboratory system

1 INTRODUCTION

Pipe flushing is an established method in the drinking water industry to recover accumulated
materials on the internal surface of pipe walls before they can have a negative impact on drinking
water quality and cause customers complaints [1-3]. However, the practice of flushing operations
by water utilities is not yet standardized and rely mostly on local empirical experience, where
results from previous attempts are generally used as a guidance to determine key control
variables for new pipe flushing. Research shows that the fluid velocity and wall shear stress (WSS)
are the most important parameters that have an impact on material mobilization [4]. But it is well
known that material accumulation is dominant in old cast iron pipe sections due to corrosion
processes [5], and prolonged periods of time without flushing that produce larger material loads
[6, 7]. In this context, a water utility’s challenges consist of optimizing flushing operations in terms
of intensity (e.g., flushing duration, fluid velocity/WSS) and recurrence, to reduce their elevated
cost and water consumption.

During flushing, the increase of the WSS over the pipe walls promotes the mobilization of material
accumulation. This implies that there is an adhesion force that binds the accumulated materials
have an to the pipe wall that prevents their mobilization under regular flow demands. This
concept is named material shear strength and it was first quantified by the prediction of
discolouration events in distribution system (PODDS) model [8]. PODDS hypothesized that
accumulated material have a finite shear strength, and material can be mobilized if the WSS
exceeds the shear strength of that material. In addition, the fraction of material within each shear
strength layer was pre-defined based on the assumption of a linear decrease in material load
according to their shear strength. However, later research showed that the highest WSS levels
achieved on flushing of DWDSs are often below the ultimate shear strength of accumulated
materials [7, 9], and that material strengths at all levels are developed simultaneously without
conforming to the constraints imposed by the PODDS framework [10]. In practice, these findings
revealed that pipe flushing has a limited capacity to remove material from pipe walls, and that the
effectiveness of such operations is strongly determined by the material shear strength.

Inspired by the PODDS concept, research has focused on determining the shear strength of
accumulated materials to better estimate optimal flushing levels [4, 6, 7, 10]. Researchers have
proposed that material shear strength is conditioned by the daily peak flow, although substantial
differences between the shear strength behaviour for different pipe materials are also reported
and yet not fully explained [7, 9]. In this context, the known contributions of biofilm for material
accumulation in drinking water pipes [11] motivated the explanation of material shear strength
based on cohesiveness and high-adhesion properties of extracellular polymeric substances (EPS)
that form biofilms [12, 13]. Biofilm may explain the occurrence of materials with high shear
strength that are able to resist elevated WSS during flushing, and these are hypothesized to assist
in the deposition of iron oxide particles - commonly released during discolouration events [14] -
by enhancing pipe wall adhesion properties [15]. By comparison, recent research realized under
controlled laboratory conditions that prevented biofilm formation observed iron oxide deposits
on PVC pipes with shear strength that was able to resist a WSS of 5Pa [16]. Microscopy
observations of the particles also revealed that the particles with the highest shear strength were
small (<2 pm) and were uniformly distributed, rather than aggregated, along the pipe wall. The
findings suggest that cohesion was not responsible for the variable shear strength, but rather that
shear strength originates from the placement of the particles in microscopic ‘valleys’ of the pipe
wall roughness that shield them from the wall shear stress.

Despite the current advances in understanding material accumulation shear strength, several
questions remain unanswered. Specifically, differences in the mechanisms of particulate material
accumulation of low and high shear strength are not yet explained. The aim of this paper is to
examine how particulate iron oxide that are rapidly deposited on PVC pipes develop variable
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shear strength under common hydraulic conditions found in drinking water distribution
networks. The research was completed by means of a series of experiments where iron oxide was
introduced into a full-scale laboratory system to produce controlled plumes of particles that were
conveyed through the system to simulate the occurrence of a discolouration eventin a DWDS. Five
experiments independently tested three different suspended sediment concentrations (SSC) and
three different conditioning fluid velocities. The shear strength of particle deposits was assessed
through their mobilization using three incremental flushing stages realized after the pipes were
conditioned.

2 METHODS

The experiments were realized in the Drinking Water Distribution Laboratory (DWDL) at Queen’s
University, using a full-scale pipe loop rig that simulates the operation of drinking water mains.
The pipe laboratory system is comprised of a water tank with a volume of 3.6 m?3, two variable
speed centrifugal pumps and 11 loops of IPEX Blue Brute PVC pipe Class 235 (DR18) with an
internal diameter of 108 mm, and a total length of 193 m. During the experiments, the pipe loop
system was operated in a non-recirculatory manner, where drinking water from the City of
Kington was continuously added to the tank, pumped through the pipe system, and discarded at
the outlet of the loop. Previous assessment of the local drinking water suggests a negligible
amount of SSC (<0.1mg L-1).

For the experiments, the incoming drinking water that was constantly fed into the inlet of the pipe
loop was amended with iron oxide particles. This feed location was located after a straight pipe
section of approximate 2 m reserved for the stabilization of the flow velocity profile. A chemical
grade of red iron oxide powder from Alpha Chemicals, with a composition of 82% of Iron (III)
oxide - Fe;03;, was chosen as the source of particles for the experiments due to their
representativeness of iron oxide particles found in DWDSs and their stable particulate form and
insolubility in water. To guarantee the repeatability of the powder particle size distribution (PSD),
the full iron oxide sample was sent to a commercial laboratory to split it into sub-samples of 50 g
using a mini rotary splitter from Retsch company model PT100. The PSD of two sub-samples
picked at random was analysed with a Malvern Mastersizer 3000 particle size analyser (laser
diffraction).

A total of five experiments were performed with a variable concentration of suspended particles
(F1C1, F2C2 and F1C3 in Table 1) and a variable conditioning flow rate (F1C1, F2C1 and F3C1 in
Table 1). Each experiment was divided into three independent sub-stages (P1, P2 and P3), where
plumes of suspended particles were produced at the inlet of the pipe loop and transported to the
pipe loop outlet before the introduction of the next plume in the next sub-stage. Each plume was
created by injecting a known volume of a concentrated solution of iron oxide particles (CSIOP) at
the inlet of the pipe loop with a known SSC over an injection period equal to the time required for
the water to travel 60 m downstream of the injection point given the prevailing flow rate in the
pipe loop. A diaphragm pump was used to pump water from the bottom of the CSIOP tank
(approximately 10 cm away from the tank walls) from a position of intense mixing between two
of the four vertical baffles. This water was injected at a constant flow rate at the inlet of the pipe
loop at the centreline cross-sectional position of the pipe. At the end of each injection period, the
steady flow conditions were maintained in the pipe loop for an additional period required to
refresh the equivalent of 1.5 pipe loop volumes to guarantee that all suspended particles from the
sediment plume had exited the pipe loop.

At the end of the conditioning stage of each experiment (passage of the three sequential plumes
P1, P2 and P3), the system was flushed with three independent incremental steps at different
intensities (FS1, FS2 and FS3 at Table 1) to assess the mobilization of particle deposits from the
pipe walls. The first flushing step had a WSS of 1.2 Pa, which was previously suggested as an
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ultimate shear strength for materials accumulated in plastic pipes [7]. By comparison, the last
flushing step produced an elevated WSS of 5.0 Pa, that is not commonly achieved in DWDSs even
under fire fighting/flushing conditions [4]. After the end of the flushing phase, and before starting
a new experiment with a specific set of conditions, the pipe system was flushed and cleaned at the
highest achievable flow rate of 16 L s (slightly above the flow of the FS3) for 5 minutes to
establish identical initial condition for all the experiments.

Table 1. Hydraulic and water quality conditions for the experiments.

Experiment | SSC* Flow Velocity | Reynolds | WSS? Pipe loop RT¢
(mgL1t) | (Ls1) (ms1) Number | (Pa) (min)

Fic1 20.0 0.60 0.07 7000 0.02 50.9

Fic2 40.0 0.60 0.07 7000 0.02 50.9

F1C3 60.0 0.60 0.07 7 000 0.02 50.9

F2C1 20.0 1.80 0.20 21000 0.11 17.0

F3C1 20.0 2.75 0.30 32000 0.24 11.1

FS1 - 6.5 0.71 76 600 1.20 47

FS2 - 11.0 1.20 129700 | 3.09 2.8

FS3 - 14.3 1.56 168600 | 4.96 2.1

a. Suspended solids concentration.
b. Wall shear stress based on the Darcy-Weisbach equation.
c. Pipe loop residence time (RT) calculated by dividing the pipe loop volume of 1.7 m3 by the flow rate.

During all the experiments, the pipe flow rate and turbidity were continuously monitored at a
sampling frequency of 1 Hz using two Sierra InnovaSonic® 205i Ultrasonic Flow Meters (+0.5%)
and two online Hach TU5300sc turbidimeters (x0.01 NTU). The turbidimeters were configured to
monitor turbidity at the inlet (7% of the pipe length) and outlet (98% of the pipe length). Turbidity
was measured from water continuously sampled from the centre of the pipe at a constant
sampling flow rate. Following each injection, grab samples were collected at the inlet and outlet
sampling port locations to determine SSC at those locations and to assess changes in the particles
in suspension after the passage of each plume through the pipe loop. The collection of grab
samples was synchronized with the fluid velocity in the pipe loop to collect 4 L of water from the
centre of the passing sediment plume. During the flushing phase, SSC grab samples were
synchronized to collect water from the centre region of the pipe loop that corresponded to a
region between % and 34 of the total pipe loop length. The SSC of the grab samples was determined
using a dry-weight method, by filtering the sample volume with pre-weighed 0.45 um glass
microfiber filters, drying the filters at 105°C for 1 hour, and weighing them again after drying with
a precision scale. Additional details of the experimental design can be found in Braga and Filion
[17].

The continuous turbidity data of the conditioning and flushing phases of the experiments was
offset by the background turbidity of the local drinking water and converted to SSC data through
the calibration of linear conversion coefficients k (mg L-1 NTU-1). For the conditioning phase, the
constant source of particles and steady flow resulted in very stable relationships between SSC and
the turbidity increase caused by the iron oxide particles addition [17]. It is noted here that the
calibration of two different coefficients for the inlet and outlet positions was required due to
changes in the PSD during the passage of the plume through in the pipes. A coefficient k = 0.24
mg L1 NTU-! was obtained for the inlet, and k = 0.15 mg L-1 NTU-! was obtained for the outlet. In
the case of the flushing stage of the experiment, the PSD of the particles mobilized from the walls
was not stable and varied across each flushing step, experimental condition, and position of the
pipe where particles were mobilized. To a reliably convert turbidity data into SSC data, it was
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assumed that each flushing step produced a similar PSD, and coefficients k were calculated
through the average of individual SSC grab sample coefficients from all experiments for each
flushing step. A k = 2.5 mg L't NTU, k = 6.0 mg L't NTU-1, and x = 5.2 mg L't NTU-! were obtained
for the FS1, FS2 and FS3, respectively. The average error of the coefficients is approximately 30%.

Following the conversion of the continuous turbidity data (TURB) to SSC data using the constant
coefficients k for each conditions highlighted above, a continuous particle mass flux Qss (mg s'1)
was obtained by the product of the instantaneous flowrate Q (L s!) and the SSC (mg L1)
(Equation 1). A mass balance analysis of the continuous particle mass flux at the inlet and outlet
of the pipe loop made is possible to estimate the mass of iron oxide particles that remained
attached to the pipe walls during the conditioning phase and the mass of iron oxide particles that
were mobilized during the flushing phase.

Qss = Q X SSC = Q X (k X TURB) (1)

3 RESULTS AND DISCUSSION

The results of the iron oxide particle mass flux produced by the passage of the plumes during the
conditioning phase of each experiment is presented in Figure 1 and highlights the differences
between the plumes at the inlet and outlet positions of the pipe loop. Figure 1a shows the three
experiments at different SSC, where an evident decrease of the particle mass flux occurred
between the inlet and outlet. The results among the three experiments were consistent and they
point to a decrease of 46% of particles between the two turbidimeter positions (22% of the
injected particle load). However, it was previously estimated that 55% of the particles remained
in the short length of pipe between the particle injection point and the inlet turbidimeter for these
3 experiments [17]. The combined total fraction of the particles injected in the pipe loop that
accumulated in the pipes for the F1C1, F1C2 and F1C3 was estimated to be 75%.
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Figure 1 - Iron oxide particle mass flux of the suspended sediment plumes produced during the conditioning
phase of the experiments at the inlet and outlet positions during the a) three experiments at different SSC and
constant velocity (F1C1, F1C2, F1C3); and b) three experiments at different velocities and constant SSC (F1(1,

F2C1, F3C1).

In the case of the experiments with different fluid velocities and constant SSC (Figure 1b), the
decrease in the peak of the particle plume mass flux is even more evident in experiments F2C1
and F3C1 which were notably different than F1C1. Note that even if the SSC between the
experiments is similar, the particle mass flux of the experiments at higher fluid velocities is
substantially higher due to their higher flow rates. In terms of the mass balance for F2C1 and F3C1,
a similar constant reduction fraction of 46% was obtained between the turbidimeters locations
(in this case representing 25% of the injected particle load). However, a slight decrease of the
particle fraction in the initial pipe length to 44% caused a reduction of the total load accumulated
in the pipes to 69%. These results suggest that the main difference in the particle deposition load
between the experiments at higher velocities occurred in the initial pipe sections.

Further, the results for the particle mass flux at the pipe outlet during the flushing phase of the
experiments is presented in Figure 2. Substantial particle loads were mobilized during the three
sequential flushing steps. The highest load was observed during flushing step FS1 (Figure 2a), and
smaller loads were observed during the subsequent flushing steps FS2 (Figure 2b) and FS3
(Figure 2c). The results provide evidence that: i) the particles accumulated in the pipes had
different shear strengths, and ii) these material deposits were produced after the rapid passage
of particle plumes and not as a result of a continuous particle load as reported in the literature
[16, 18]. However, in comparison to previous experiments that tested for chronical loading of
particles, the results of FS1 in Figure 2a shows unusual peaks in the particle mass flux around
5 min, which corresponded to the initial pipe sections where most of the accumulation occurred.
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The results suggest that this fraction of accumulated particles likely settled onto the invert of the
pipes once the conditioning velocity was not able to maintain their suspension and were held to
the pipe wall by weak adhesion forces [16]. In addition, the peak in particle mass flux in flushing
step FS1 decreased in the experiments with higher velocities and this agrees with the observed
reduction of particle fractions that accumulated on the initial pipe lengths in these experiments.

Figure 2 — Iron oxide particle mass flux observed at the outlet turbidimeter location of the pipe loop during the
three flushing steps (FS1, FS2 and FS3) for all experiments.

Higher loads of mobilized particles for all flushing steps were observed for the experiments at
higher concentrations (F1C2 and F1C3) that produced higher loads of deposited particles on the
pipe walls. By comparison, differences between the three experiments at similar SSC (F1C1, F2C1
and F3C1) were larger for the FS1 (Figure 2a), where the F1C1 had the larger mobilized load of
particles. However, these differences tapered out for the FS2 and FS3. The particle mass flux peaks
of the flushing steps FS2 and FS3 (with corresponding to the initial pipe sections) was also
substantially reduced in comparison to the flushing step FS1 (Figure 2bc). This demonstrates that
particle attachment with higher shear strength occurred for longer lengths of the pipe loop rather
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than predominantly at the first sections. However, the particle mass flux profiles of the flushing
steps FS2 and FS3 also shows a slight increase towards their peaks (slightly after the pipe loop
volume turn over) rather than stable level. This result suggests that the accumulated particle load
decreased along the pipe loop length. Previous analysis of the data proposed that only a finite
fraction of particles was suitable for attachment on the pipes in each experimental condition [17]
For this reason, the depletion of the particle fraction along the plume passage explains the
decrease in mobilized particles in downstream sections of the pipe loop (firstly measured by the
outlet turbidimeter between the times of 1 and 3 minutes in Figure 2bc).

Lastly, the difference between the load of accumulated and mobilized particles in Figure 2
revealed that a consistent fraction of 31% of the accumulated particles were not mobilized during
the flushing in the F1C1, F1C2 and F1C3 experiments. The non-mobilized fraction of particles
increased to 39% and 52% in the F2C1 and F3C1 experiments, respectively. Although previous
research suggested that the last flushing step at a WSS of 5.0 Pa was insufficient to mobilize all
particles from the pipe loop [16, 17], it is unlikely that the remaining particle load in the pipes
totalled 30% of the inoculated load. Is also unlikely that the non-mobilized fraction of particles
increased for experiments with higher velocities. In this case, the discrepancies are better
explained by errors in the particle load estimations of the flushing stage based on turbidity data.
Since the collection of only one grab sample per flushing step was feasible to analyse SSC due to
the requirements of a large sample volume. This sample corresponded to the middle section of
the pipe loop, and it is likely that the SSC peak (corresponding to the initial pipe sections) was
underestimated. A better estimation of the particle load during flushing would require a higher
resolution of SSC data, specifically during the passage of the particles mobilized from the initial
pipe lengths where a variable PSD is expected. Alternatively, constant turbidity to SSC calibration
factors may be obtained inversely from the assumption that all attached particles during the
conditioning phase were mobilized. But this approach would average the differences of PSD along
the mobilization profile, and still be inaccurate to investigate the rapid dynamics of SSC during the
flushing operations.

4 CONCLUSION

The aim of this paper is to examine how particulate iron oxide that are rapidly deposited on PVC
pipes develop variable shear strength under common hydraulic conditions found in drinking
water distribution networks. A series of controlled laboratory experiments in a full-scale system
were completed in which selected particles were inoculated in the system under steady conditions
and rapidly deposited on the pipe walls of the system through the controlled passage of a sediment
plume that simulated a discolouration event. Three different SSC and three different fluid
velocities were tested. After the pipe wall conditioning through the sediment plume passage, the
pipes were flushed at three incremental steps with WSS of 1.2 Pa, 3.1 Pa and 5.0 Pa to mobilize
accumulated particles to test their shear strength resistance to the imposed WSS.

The results showed that large fractions of the inoculated particles (69% - 75%) remained in the
pipe loops after the passage of the concentrated sediment plume. The predominant fraction of the
accumulated particles occurred in the initial pipe sections of the system, and experiments with
higher velocities (>0.2 m s!) produced only a slight decrease in particle accumulation. Data
obtained from the flushing stage of the experiments confirmed that most of particles were
accumulated in the initial pipe sections of the loop and revealed that a considerable fraction of the
accumulated particles developed a higher shear strength. Particle mobilization profiles from the
second and third flushing steps showed that particles with higher shear strength accumulated
through longer pipe sections, but progressively decreased with the pipe length. This behaviour
agrees with a previous hypothesis that a finite pool of particles amenable to pipe wall attachment
is determined by the conditioning fluid velocity.
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The experimental results presented here were obtained from conditions that only partially
represent operational DWDSs. However, the results contributed to substantial improvements in
the understanding of particulate deposit formation and have the potential to also contribute to
the better management of material accumulation in operational systems. Further research is
required to examine the current results against more complex conditions of DWDSs and connect
them to concurrent material accumulation processes.
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Abstract

More than 5,800 companies ensure the supply of drinking water in Germany. The vast majority
of these are small and medium-sized water supply companies. So far, they are using
information and automation technology to a very limited extent, measurement data is usually
not collected systematically. In addition, the companies often have neither a sufficiently well-
maintained database of the water network nor geoinformation systems (GIS), simulation
software or data analysis tools that can be used to plan and optimise interventions in the
drinking water system (e.g. expansion of the network). Large water suppliers are often better
equipped technically, but the data is often not used in an efficient manner.

The objective of the W-Net 4.0 research project (www.wnet40.de) was to develop a modular
and scalable platform that combines GIS, simulation software and data analysis tools and
meets high IT security standards. Combined with novel service concepts, value-added
networks and training concepts, also small and medium-sized water utilities will be enabled
to use these technologies. The high degree of usability and accessibility of the platform
supports the daily work of planning engineers, and network operators. The paper includes a
detailed description of the platform and use cases. It also emphasizes the training program
tailored for small and medium sized utilities.

Keywords
Integration, platform, GIS, simulation, digital twin, monitoring, dashboard, training, e-learning.

1 INTRODUCTION

Successful management of drinking water supply systems depends highly on the availability and
quality of data describing the system and its operation. During the last decades sophisticated
software tools for hydraulic network simulation, planning and management have been developed
and are widely used by researchers and practitioners. However, the successful application of these
models to solve real world systems requires sufficient information and data from the real system,
which is often not available. The creation of a hydraulic simulation model is very often a tedious
and time-consuming task with several remaining open questions at the end of the process. In this
paper a holistic approach will be presented that places an emphasis on data acquisition, data
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management and sharing of data between different processes and that is tailored to the specific
needs of small and medium sized water supply utilities.

One of the main problems in data collection and processing, especially for small water utilities, is
that they do not know the actual condition of their water distribution systems [1,2]. The lack of
data collection or the inadequate documentation are the result of the following deficiencies:

- The documentation within a pipeline network cadastre (GIS) and a regular data updating
often do not take place. In the case of small water utilities, digital information about the
pipe system (location, material, year of installation) is often missing and network maps, if
available, only exist as analogous print outs from the time the network was built.

- Pipeline damages and maintenance measures are often not documented, so that failure
statistics (necessary for forecasting rehabilitation measures as part of a modern asset
management) cannot be kept.

- The amount and development of water losses are often not known, so that a water balance
cannot be drawn up.

- After a significant change in the water consumption (e.g. after the expansion of the
network or the connection of new large-scale consumers), the hydraulic capacity of the
water distribution system is usually not verified.

- Ifavailable, operational data recorded using SCADA systems is usually not visualized and
analysed adequately for achieving a better understanding of the real system behaviour.

Another decisive factor for a successful water system management are the human resources.
Especially small and medium sized water suppliers are facing difficulties in acquiring adequate
staff. As an example, the analysis of the small water utilities in Bavaria, Germany, revealed that
the main challenge for the water utilities rely mainly on the lack of qualified personnel [3].

For improving the situation, the SchwarzwaldWASSER e.V. Cooperation Association was founded
in 2008 in the southwest of Germany, the region of the Black Forest. It has roughly 60 members
and serves as a strategic partner for small and medium sized communal water supply utilities. It
bundles different kind of technical and commercial services for its members including lab testing
for ensuring drinking water quality and engineering consultancy. SchwarzwaldWASSER e.V. also
provides a platform for exchange of experience and knowledge, for example by regular meetings.
In recent years, one technological focus has been on the digitization in water supply.

In this context, the R&D project W-Net 4.0 was initiated with the objective of making digitization
and industry 4.0 technologies available also to small and medium sized water supply utilities. The
idea is to provide a common central platform to the members so that they can share not only their
knowledge but also hardware and specialized software tools that are tailored to their specific
needs. Using the same digital platform instead of implementing individual solutions reduces cost
and supports a lively exchange between the members. The project consortium of the R&D project
W-Net 4.0 consists, besides SchwarzwaldWASSER, of the two SMEs (COS Geoinformatik: GIS
software and services and 3S Consult: hydraulic simulation software and services), the Fraunhofer
Research Institute ISOB and four end-users as associate partners.

Within the project, an integrated digital platform for improving the documentation and
operational processes in water utilities was developed and implemented. It combines system
documentation and mobile maintenance apps with hydraulic simulation and analysis tools for
measurement data [4]. [t can be understood as a first step towards the implementation of a digital
twin of the water distribution system keeping in mind that there exist numerous definitions for a
digital twin. In the context of W-Net 4.0, the platform contains a virtual model of the real physical
system with all its properties that are necessary for network maintenance and operation. So far,
the data flow is mostly one way from the physical system to the model, so that also the term Digital
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Shadow may be used. However, in future development steps also interactions from the virtual to
the real world are foreseen. That is why the term Digital Twin is used. For a detailed discussion
about the differences between the two concepts see for example [5, 6].

The software is tailored to small and medium sized utilities, that usually do not have specialized
academic staff for asset management and hydraulic system analysis. The objective of the project
is to provide a tool that is simple in its application and can assist the network operators on their
daily work on site.

The W-Net4.0 platform includes:
- acompact and user-friendly User Interface (UI)
- acomplete definition of the standard processes

- efficient interfaces for model integration (GIS, hydraulic simulation, and sensor data
analysis).

The project aims at increasing the attractivity of the jobs in water supply utilities by introducing
modern digital tools that simplify the work of the operators and continuously improve the data
base and documentation capabilities of the utility. Examples include the mobile apps for
documentation and for the implementation of digital failure statistics.

The W-Net4.0 approach also includes a comprehensive training for the operators based on a self-
learning program, which includes theoretical background, the application of technical rules
(provided by the DVGW - “Deutsche Verein des Gas- und Wasserfaches e.V”, in English: “German
Technical and Scientific Association for Gas and Water”) and the usage of the integrated software
platform. For the training, a digital water distribution system model was created using data of a
real water network. The model servers as training simulator and is available online.

In the following chapter the central platform is introduced, and its three main components are
briefly summarized: 1) documentation and GIS; 2) GIS-integrated hydraulic simulation, 3) data
analysis, with a clear focus on 2). Then, in the next chapter, the use cases defined by the end users
of the project are briefly described followed by the final chapter on the developed training concept
and services.

2 W-NET 4.0 CENTRAL PLATFORM

2.1 Overview

The W-Net 4.0 platform consists of the three main applications GIS, data analysis and hydraulic
simulation. The data is stored in a central database that relates to the GIS construction tools and
the web-based information system. The latter presents the most recent secured state of the data
model. The web service component integrates the API (Application Programming Interface) of
the hydraulic simulation engine and the data analysis tools for network monitoring and
dashboard visualization of sensor data (see Figure 1).

In the following subsection the GIS is briefly outlined followed by a more detailed description of
the GIS-integrated hydraulic simulation which is accessible by the web-based information system
through the browser running on a personal computer or mobile devices such as tablets or smart
phones. Also accessible via the web is the data analysis section of the platform that is presented
in the subsequent subsection.
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Figure 1. Components of the W-Net 4.0 digital platform

2.2 Geographic Information System

The GIS system that is used in the project provides numerous specialist modules, e.g., for water,
gas, electricity, district heating and telecommunication networks. The data is stored in a central
database server (Oracle). As an open and flexibly configurable system it enables to dynamically
connect data from third-party databases, for example the consumption data or real time data
from the SCADA system.

The presentation, visualization and evaluation of the entire database takes place in a web-based
information system (see Figure 2). Here, authorized users can evaluate also the effects of
operations by playing through scenarios that are interlinked with the hydraulic simulation
module; for example, how pressures and flow velocities change when closing certain shut-off
valves. Central rights management regulates the access of the various user groups. Data can be
sent on site by smartphone directly via the web to the data server including for example the
documentation of maintenance measures, valve manipulations etc.

Data collection via app with mobile devices is integrated into the data flow of the W-Net4.0
platform, from the water system on site to the simulation. The information flows automatically
into the databases of the W-Net 4.0 platform, where it is processed further. The water utility's
staff can handle a variety of tasks with these easy-to-use apps, such as recording maintenance
measures for the plants and transmitting newly detected leaks, damages, valve position changes
that are important for the simulation and much more.

As part of the W-Net 4.0 project, the integration of the GIS software COSVega with the
simulation platform SIR 3S® and the data analysis tools developed by Fraunhofer IOSB has
been realized.
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Figure 2: Web-based GIS platform with mobile maintenance apps and integrated hydraulic simulation

2.3 GIS-Integrated Hydraulic Simulation (HS)

The web-platform also provides modules for the hydraulic simulation of the water distribution
system. The traditional way of creating a hydraulic simulation model is to collect data from
different sources (GIS, Consumption billing, Digital Elevation Model, ...) and to compile it into a
consistent model. To enhance this process different interfaces have been developed by the
provider of hydraulic simulation software. With their help data can be automatically imported in
the simulation model. However, this process is one way in nature, without any automatic feedback
to the GIS data source about the quality of the data. In most cases the data that is imported is
insufficient for hydraulic network calculations because of incompleteness, topological errors, data
errors, missing data, wrong data types etc.

In W-Net 4.0 the import of data is replaced by so-called model data integration of GIS and
hydraulic simulation. There is a continuous connection between the two data models while each
of them maintaining its individual structure. This allows data exchange in two directions. From
both sides, GIS and HS, an agreement was made on the properties of an exchange database that
includes the most important properties of the network and its operation. The exchange database
is the minimal compromise of data that are relevant for hydraulic modelling. For implementation
of the two-directional data integration with the exchange database both sides, GIS and HS, had to
develop their individual interpreters (see Figure 3).

Figure 3: Model data integration of GIS data with Hydraulic Simulation data
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The GIS data model includes all the information required for running steady-state calculations.
Since pipe systems of public water supply utilities are dynamic systems, the properties of their
components are continuously changing. The changes may be caused by construction work, new
consumer connections, pipe removal or rehabilitation, valve operations etc. To maintain the
integrity of the model a defined state is frozen and disconnected from the construction platform.
When the constructions are closed and have reached another defined state, the frozen model is
replaced by an updated version. This continuous process guarantees, on the one hand, that always
a calculable model is available in the web information system. On the other hand, the intervals for
model updates are short enough to represent the physical system adequately enough in the
hydraulic simulation model.

The connection between the GIS information system and the hydraulic simulation software is
realized by the integration of a newly developed API. In addition to the interpreter for model data
integration, the API includes a model edit interface for inserting, updating, and deleting single
network components. The model edit interface is used for scenario calculations. A scenario
consists of the base model (current published frozen state of the GIS model) and a collection of
selected data changes. The advantage of this approach is that the base model must be loaded only
once at the beginning of the session. The scenario calculations require minimal data
manipulations that are executed using the mode edit interface.

The management of the scenarios is part of the web information system. Any number of scenarios
can be created by the user. Each scenario includes a list of actions that distinguish it from the base
model. For the hydraulic calculation the scenarios can be combined with four predefined load
cases: peak hour demand, fire flow calculation, average demand, and stagnation. Figure 4 shows
a fire flow calculation scenario with the corresponding load case selected (ComboBox 1). The text
box 2 includes a brief description of the measures (changes compared to the base model): hydrant
opened, and valve closed. By pushing button 3 the hydraulic calculation is launched.

Measures X
7 Show nodes Show hydrants Show valves

New office building

I Fire flow calculation vI 1

Hydrants F
State: open (base: closed) |

Valves
State: closed (base: open)

[ Gacuse ] 3

Figure 4: Web-based GIS platform with fire flow calculation scenario

The underlying GIS model distinguishes from other GIS in the fact that all the interior of pumping
stations, storage tanks, valve chambers etc are also included in the model. Conventional GIS normally
include the pipe system, end at the wall of buildings and exclude the interior of operational stations. In
the W-Net 4.0 approach the GIS includes all data that is necessary for calcualting the hydraulic steatdy-
state of the base model. No further adaptation is required in the hydraulic simulation engine. Figure 5
shows as an example the model of a storage tank with two chambers (1). The tank is supplied by the
transport pipe on top (2). The inflow is controlled by a pressure sustaining valve (3) in order to maintain
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sufficient pressure in the upstream network. From the storage tank the water flows into the low pressure
zone (4) and part of it is pumped to a high pressure zone (5). The pumping station consists of three
parallel branches of series of valve (6), pump (7), check valve (8) and valve (9).

Figure 5: Interior of storage tank with two chambers, pressure sustaining valve and pumping station

After the hydraulic calculation the results are provided by the API of the simulation module through a
memory data set that is accessible by the web information system. The results are presented by
individual tool tips for the network components (nodes, pipes, valves, etc.) and by coloration of nodes
and pipes (see Figure 6).

Base model X { Pressure [m]

Nodes @

Pressure [m]
Demand [m3/h]

Head [m]

Pipes [ I Sy Bz m
Der [m3/h]: 0.05
\ Bk
Velocity [m/s] \
Flow [m3/h] Minimum pres-

sure not reached

Pressure [m]

‘\-(‘:

Head [m]
Headloss [m]
Demand [m3/h]

Graph position [-]

Figure 6: Calculation results for nodal pressures of fire flow calculation with violation of minimum pressure
requirement of 1.5 bar at elevated demand node (DVGW W 405 [7])

For getting realistic simulation results that reflect the real system’s behaviour, it is very important
that the topology of the network is modelled correctly. In the simulation mode also the results of
the decomposition of the network graph into looped blocks, bridges and forest [8] can be
visualized. In Figure 7 the pipes at position 1 and 2 visually seem to be part of the looped network.
Although they are signed as forest links. A more careful investigation shows that the pipes are
disconnected (see Figure 8). The reason for the disconnection should be clarified: is it intentional
and does it reflect the real system or is it a possible data error?
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Graph position
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Figure 7: Graph decomposition with looped blocks (blue), bridges (red), forest (green)
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Figure 8: Possible sources of disconnection: distant node (left), valve closure (right)
2.4 Data analysis tools

High-quality data analysis tools have been offered for several years, both as commercial and as
freely available software. However, small and medium-sized water utilities use them only to a very
limited extent due to insufficient data collection. At large utilities, data platforms with sufficient
measurement data are often available. However, there is a lack of specialized personnel to use
analysis tools. Therefore, easy-to-use data analysis tools were developed in W-Net 4.0. The
structure of the data analysis platform is shown in Figure 9. The individual areas are described
briefly below (according to Figure 9 from left to right):

a) Data transmission of the sensors/meters: The sensors/meters installed in the network
(or at the waterworks) usually transmit their measured data to a control system. Direct
connection to a control system is often difficult. Therefore, the export of this data is often
done by means of a cyclic filing (e.g., every 10 minutes) in a CSV (Column Separated Value)
file on an FTPS (FTP over TLS or File Transfer Protocol over Transport Layer Security)
sever or a cloud-based file repository. Data from retrofitted sensors is often stored in
cloud solutions. From there, they can be retrieved via REST (Representational State
Transfer) or MQTT (Message Queuing Telemetry Transport).

b) Storage of all sensor/meter data in a common database: The data is stored in a common
time series database. In the project, InfluxDB has proven to be a very powerful time series
database. Important here is the introduction of a suitable data model so that all essential
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properties of the measuring point are mapped (e.g. suitable location designation,
measuring point name, physical quantity, physical unit).

c) Algorithm toolbox: By means of an algorithm toolbox, the data are suitably pre-processed
(e. g. removal of outliers, resampling). Suitable key figures are calculated (e. g. minimum
night flow value). Furthermore, based on the historical data, prognosis modules are
learned, which allow a prediction of the flow in the network. An alarm tool allows to define
simple threshold alarms as well as more complex alarms (e. g. linking of several measuring
points; comparison of current sensor values with values from the past).

d) Transmission of results to the users: (1) Alarms: If an alarm occurs, the user is informed
by e-mail. A meaningful plot of the measurement data and alarm threshold is sent along.
The alarms are stored in an alarm database so that they can be subsequently evaluated at
longer intervals. (2) Dashboards, Reports, Prediction Tools: The time series of the
sensors/meters, the calculated metrics and predicted flows are visualized in clear
browser-based dashboards. Monthly and annual reports are generated, which contain an
overview of the most important sensors, key figures and alarms. (3) Coupling to GIS: The
data analysis platform was linked to the GIS via a REST interface. The interface is used, for
example, to transmit the alarms that have occurred to the GIS.

The realized data analysis platform was implemented and successfully tested in the project at
three smaller water utilities.

Alerts
o . SRS
Settings g
Sensors/ (e.g., alert thresholds) o M .
Meters B = :
-l a
0% & Dashboards,
B Reports,
4§ Sensor Data ra P Prediction Tools
ot MOTT - Filtering Ad .
- KPI calculation W
- Prediction
\"“} inflivdl - Alerts
; 56 i MIJTUAL
e €
= R
&

Coupling to GIS

Figure 9: Structure of the data analysis platform
3 USE CASE APPLICATIONS

Five use cases have been defined by the end users, which are supposed to be the most relevant for
small and medium sized water supply utilities. The integrated GIS and simulation platform was
tailored to the use cases and specialized engineering services have been developed for assisting
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the utilities. As a general concept, simple calculations can be done by the operational staff using
the information system’s web services. The calculations can be carried out also in the field on
tablet computers or mobile phones for supporting ad-hoc decisions. The solution of more
complicated problems, comprehensive analysis and investigations are offered as engineering
services. In contrast to conventional approaches where a simulation model must be built or at
least updated in a time-consuming process, here, an up-to-date model always exists in the GIS,
which is ready for instant use in the simulation software. The model that runs the steady-state
calculations in the information system is the same that runs in the specialist software.

The benefits of the dual use approach are:
- no additional import or export of data is required for creation of the simulation model

- the GIS-web-application is not overloaded and tailored to the carefully identified needs of
practitioners. It doesn’t have to show up all the details and parameters that are required
for in-depth investigations.

- Only few steps necessary for preparing the model for extended period, slow transient or
water hammer calculations.

- Additional apps are available as plugins for the solution of use cases (fire flow app,
diameter optimization app, supply reliability app). The plugin concept is designed for any
additional extensions.

The five use cases defined in the project are summarized in the following table:

Table 1. W-Net 4.0 use cases and solutions provided by the new development

Web
modus)

Use Case service (online Hydraulic Simulation

(expert modus)

1. Introduction to general network
calculations

2. provision of firefighting water

3. network operations

4. Expansion of the settlement
area and new development of
commercial areas

5. Water losses and leakage

steady-state calculation

capacity calculation for
individual hydrants

Steady-state behaviour of
pumps, valves, control
devices

Manipulation of demands,
what-if calculations

Continuous monitoring of
pressure and flows

Steady-state and transient
calculations

App for automatized fire
flow calculation of entire
system

Dynamic behaviour of
pumps, valves, control
devices

App for mathematical
optimization of pipe
diameters and pumps,
reliability calculation, asset
strategy

Dual model: prototype for
leak detection and isolation

[9]
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4 TRAINING AND SERVICES

The software development in the project is accompanied by a comprehensive training package
and engineering services.

4.1 E-Learning Module and Training courses

The training is focussed on theoretical background, application of German technical rules and
usage of the software. The content is guided by the five use cases of the previous chapter. There
will be training courses for the end users as well as E-Learning modules that are designed for
individual learning. The structure is the same for all modules and includes the sub-chapters:

- Introduction (why is the topic important for the target group of the training?).
- What do the rules and regulations say?

- Thematic content depending on the module

- Consolidation

- Learning test (2-3 questions per module)

- Literature, rules and regulations

The in-depth part of the module “network calculation” also includes the possibility of interactive
pressure loss calculation for individual pipes. A JavaScript module for the calculation of frictional
pressure losses in pipes based on the Darcy-Weisbach equation was implemented. The pressure
loss calculation is a central component of the pipe network calculation. Often, however, only a
rough estimation of the pressure loss in an isolated pipe is required.

The second block includes an introduction on how to work with the web platform, especially the
simulation subsection. For this purpose, an anonymized training simulator model that is based on
a real system is introduced. All training exercises are based on this model. The handling of the
simulation platform is explained in detail followed by the interpretation of calculation results.

The third block contains exercises, both for working with the web platform and for self-studying
and practical application of the theoretical basics. The exercises contain detailed solutions, which
are initially invisible and can be displayed on demand.

4.2 Technical services

The holistic concept of W-Net 4.0 includes a close collaboration of the technical staff of the water
supply utilities and external service engineers. The technical responsible at the utility can use the
web information system for solving daily problems arising with network operation and
management. If the problem is getting more complicated or time-consuming outsourcing is more
efficient. SchwarzwaldWASSER in collaboration with the GIS, HS and IOSB partners provides a
service package that covers all steps from data acquisition and creation of the initial GIS model
over model calibration and field measurements up to specialized problems such as monitoring
and data analyses, rehabilitation planning and restructuring, reliability calculations and water
hammer analysis.

5 CONCLUSION

The aim of the project W-Net 4.0 is to enable small and medium sized water supply utilities to
benefit from industry 4.0 technologies and digitization. A centralized digital platform has been
developed whose core is a GIS database that is connected to offline applications for construction
and model development and an online information system realized as web services. The GIS is
interlinked with hydraulic simulation and data monitoring tools, each of them remaining
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individual applications. For the end-user it feels like one single application and all tools being
integrated in the central platform. Keeping the tools separate has the big advantage of higher
flexibility. For the provision of engineering services, the integrated models can also be loaded in
specialist software.

The platform has been implemented and tested for the four associate partners of the project, each
of them with different focus and prerequisites in terms of data availability, topographical
characteristics of the supply area and size of the network. The intermediate results presentation
to the utilities already created great interest and consent. It is planned that the results are also
presented to a bigger audience in workshops and meetings of SchwarzwaldWASSER e.V. and
beyond.

As next logical step of development the simulation model of the platform shall be extended to
cyclic, automatic online calculations. The central platform already integrates all the necessary
data: an updated GIS that includes all information for hydraulic calculation. And the data analysis
tools that provide time series for all kind of process data coming from the SCADA system and from
the sensors in the field.

More research has to be done for the definition of the best suited time intervals for updating the
GIS data for hydraulic simulation. If constructions take place in the field, at least a state update of
the isolation valves that are closed for the separation of the pipes under construction should be
effectuated.
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Abstract

Pumping Station costs including capital and operational costs are some of the highest costs in
urban water distribution systems. A proper pumping station design could be defined as the
solution with the minimum life cycle cost and satisfying extreme scenarios in water
distribution system. These costs are associated with investment, operational, and
maintenance costs. However, there are some important aspects to consider in a pumping
station design, such as the feasibility of infrastructure construction, the size of the
infrastructure, and the complexity of operation in the pumping station. These aspects are
associated with technical criteria. In a classical pumping station design, the number of pumps
is determined in arbitrary form according to the criteria of the engineer, and the pump model
is selected according to the maximum requirements of flow and pressure of the network. In
summary, these variables in a pumping station design are not usually analyzed deeply. In
addition, global warming acceleration in the last decades has gained momentum to be
considered in engineering problems to mitigate the environmental impact. Hence, it is
imperative to consider environmental aspects, such as greenhouse emissions, energetic
efficiency of the pump in modern pumping systems of water distribution networks. Finally,
the most suitable solution is determined only by analyzing economic aspects. Therefore, this
work proposed a methodology to design pumping stations in urban water networks
considering technical, environmental, and economic criteria and link them together through
the Analytic Hierarchy Process (AHP) method. This method proposes to determine the
importance priority of these aspects to assess the possible solutions and determine the most
suitable solution in the pumping station design. In addition, this work considers the variability
of demand pattern. This work analyses several scenarios of demand patterns from the
minimum possible demand to the maximum possible demand in a water distribution network
and the respective probabilities of non-exceedance. It allows the pumping station design be
more robust. This methodology has been applied in different case studies to analyze how
affects to determine the most suitable solution when the characteristics of the network
change.

Keywords
Pumping station, AHP, technical criteria, environmental criteria, and economic criteria.

2022, Universitat Politécnica de Valéncia

2rd WDSA/CCWI Joint Conference 248


https://doi.org/10.4995/WDSA-CCWI2022.2022.14098
mailto:piglesia@upv.es
mailto:jmsolan@upv.es
https://orcid.org/0000-0001-8120-5160

Pumping Station Design with an Analysis of Variability of Demand and Considering Techno-Economic and Environmental Criteria
through the AHP Method

1. INTRODUCTION

Water demand has increased constantly around a rate of 1% per year because of the development
of urban settlements. It has led to an increase in water stress in the last century. In addition, water
distribution systems (WDS)consume a great amount of energy. Approximately 95% of this energy
consumption is due to pump station (PS) operation [1]. Hence, climate change issues, such as
greenhouse gas (GHG) emissions have been increasing in the last decades. All these problems have
been of concern to the authorities in the world. The United Nations (UN) established the
Sustainable Development Goals (SDG) of the 2030 agenda, SDG 6 dedicated to water and
sanitation, and SDG 7 dedicated to affordable and non-polluting energy. Therefore, water
management companies have made efforts to focus on reducing energy consumption and
improving the operation and service in WDS.

Urban supply systems are one of the infrastructures of the most vulnerable to climate change;
therefore, it is necessary that their projection is made considering energy efficiency, and
responding to the variability of demands, without neglecting the optimization of the costs of
investment and operation. Life Cycle Costs (LCC) supposes to be a major component in the
analysis of a pumping station in closed networks. These costs are mainly composed of operational
costs associated with energy consumption, maintenance costs, and investment costs. In fact, the
reduction of energy consumption and maintenance costs are the most common efforts to improve
the operation and water service for WDS [2].

The main element of the annual operating budget in a WDS is the energy consumption costs of the
PS. Therefore, the most common objective in the design of closed networks is to optimize energy
consumption. ChangY. etal. [3] developed a methodology to save energy costs for water networks
by transferring the water demand at storage systems when the unit price of energy is high and the
amount of water demand is increased when the unit price of energy is low. On the other hand,
Lipiwattanakarn S. et al. [4] created a theoretical estimation of assessing the energy efficiency of
water distribution systems based on energy balance. These components of energy were: outgoing
energy through water loss, friction energy loss, and energy associated with water loss. Besides,
Giudicianni et al. [5] developed a methodology to improve the management and monitoring of
water distribution systems based on regrouping the original network into dynamic district
metered areas. The idea of this proposed framework is to locate determined energy recovery
devices and reduce water leakage in a water network.

In addition, several works deepened the operation of PS. For example, Walsky and Creaco[6]
evaluated different pumping configurations for closed networks combining a different number of
Fixed Speed pumps (FSP) with different sizes and adding a Variable Speed pump (VSP) to select
the most suitable configuration for different scenarios of flow and required head. Then, Leon Celi
et al. [7] optimized the allocation of flow and the energy consumption in water networks with
multiple PSs determining the optimal set-point curve in every PS. This term is referred to the head
required of PSs to satisfy demand requirements in the critical node maintaining the minimum
service pressure throughout the time. In a similar way, Bricefio et al. [14] create a new
methodology of control system for PSs to determine the optimal number of pumps and decrease
energy consumption using the set-point curve concept.

There are other improvements of pumping systems, such as multiobjective optimizations
including, energy costs, maintenance costs, and treatment costs [8], [9] or optimizing energy costs
and maximizing the reliability of the systems [10], [11]. In addition, Mahar and Singh [12]
developed a methodology to optimize capital and operational costs for PSs. Similarly, Nault and
Papa (2015) improved the operational costs of PSs considering environmental aspects, such as
GHG emissions associated to pump operation. Then, Candilejo et al. [13] optimized the
construction cost and energy cost in a pressurized water network with variable flow demands
based in an equivalent flow rate and equivalent volume.
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In the last decades, several research have proved that projects related to serving WDS including
PS design could be potentially harmful to the climate change [13] [14]. However, there are few
works that faced the environmental impact. These works are related with reducing GHG emissions
[15] and leakage in pumping systems [16].

In general, most of the previous works in pumping systems aimed to assess the solution from an
economical point of view, such as the minimization of operational and construction costs.
However, there are hidden important aspects were not considered in the design and could be
hardly determined in economic terms. For example, the viability of required size in the
construction stage and the flexibility of operation are usually neglected in PS design. These aspects
are closely related to the number of pumps, which is arbitrary defined according to the designer’s
judgement or experience. Another important aspect that is difficult to convert in economic terms
is the complexity of the operation of the pumping system. The optimization of the pump operation
needs sophisticated devices, especially Programmer Logic Control (PLC). However, it supposed
that PS operation be more complex. For example, In real-time control operation of water networks
that use Supervisory Control and Data Acquisition (SCADA), it is too complex to schedule the
pumps with the PLCs [17], [18]. Another problem of the previous works lies in the fact that they
omitted the yearly demand variability of the WDS. In fact, they typically consider a single daily
demand pattern, and it could make that the operation of the system be less feasible.

Therefore, the idea of this work is to integrate economic aspects with other important aspects that
are usually neglected in PS, such as the flexibility of operation, the size of the station, the
complexity of operation, and also consider environmental aspects. Some of these aspects have
conflict of interest, such as operational costs with the complexity of operation. Throughout the
multicriteria analysis can evaluate different criteria and stablish an alternative or group of
alternatives that meet all criteria. One of the methods of multicriteria analysis developed in last
years is the AHP method that is an important method for complex management decision problems
[19].

AHP is a method developed by Saaty [20]. It allows the resolution of complex problems involving
multiple criteria. The AHP process requires the decision-maker to do so through subjective
assessments regarding a relative importance of each of the criteria and to specify their preference
with respect to each of the alternatives for each of the criteria. In fact, in the last decades the AHP
method has been widely applied in the hydraulic engineering field. For example, in WDS and
sewer system rehabilitation to determine the priorities of maintenance or substitution of the
elements of those systems [21] [22], or water management sustainability [23]. Finally, Bricefio-
Leon et al. [24] developed a approach of PS design integrating techno-economic factors.

In this way, the objective of this work is to develop a comprehensive methodology for PS design
through the multicriteria analysis (the AHP method). One contribution of this work is to
determine the priorities of the aspects considered in the design (Technical, Environmental and
Economic Factors). Then, this methodology evaluates the potential alternatives integrating the
considered aspects for the PS and select the most suitable solution. The alternatives will be gotten
from a pump database that will have different number of pumps and different control system
alternatives. The criteria considered in this work are technical factors that considered the size of
the pumping station, the complexity of regulation mode and the flexibility of operation, economic
factors include investment, operational and maintenance costs and environment factors are
associated with minimum energy efficiency (MEI), CO2 emissions and perfomance regulation. In
addition, another contribution of this work is to consider demand variability and their respective
probability of occurrence of every demand scenario. The consideration of different demand
scenarios will make the design be more feasibly and robust.
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2. METHODOLOGY

2.1 Pumping Station Statement

The design of a PS contemplates three stages. The first stage includes the definition of the set-
point curve of the network. [t means the required flow (@) and head (H) of the pump to satisfy the
requirements of the network, and the maximum flow (Qmex) and the maximum required head (H.)
at the critical node. The second stage is about the selection of the pump model and determine the
required number of pumps to satisfy the operation of the system. The third stage includes the
selection of type of operation control system for the PS according to the necessities of the system.

Traditionally, the design of PS for closed WDS is made up of centrifugal pumps and their respective
number of pumps, usually installed in parallel. The traditional method of selecting the pump
model is searching for a pump model that provides the maximum demand flow (Qmax) and
maximum head (Hmax) of the network. Once is defined the pump model, the required number of
pumps is obtained by the relation of the maximum required flow (Qmax) and the flow of a single
pump of the model selected (Q»:) associated with the maximum required head (Hmax).
Nevertheless, in some cases, firstly the number of pumps is fixed. Then, the model is selected
according to the relation of the maximum flow (Qm«) and the number of pumps and also
considering the maximum required head (Hmax). Then, the designer established different pumping
configuration modes, including the number of FSP or VSP and the type of control to use: Pressure
Control (PC) or Flow Control (FC).

This methodology considers five different control systems. The first (1.- No control system). In
this configuration the pumps operate all the time without restrictions. The second configuration
(2. _ FSP with PC) operates only FSPs and their operation are associated with fixed switch on/off
pressures and the set point curve. The third configuration (3. _ FSP with FC) operates only FSPs
and their operation are associated with intersection flows of the pumping curves and the set-point
curve. The fourth configuration (4. _ FSP and VSP with PC) is a combination of FSP and VSP and
their operation consist of the operational points of the pump (@, H) follow a fixed pressure. Finally,
the fifth configuration (5. _ FSP and VSP with FC) is the combination of FSP and VSP and their
operation consist of the operational points of the pumps (Q, H) follow the set-point curve.

In brief, the operational conditions of the system, the characteristic of the pump models, the
number of installed pumps, and different control system configurations are the restrictions in a
PS design. Hence, these restrictions drives that the design be arbitrary and subjective according
to the criteria of the designer. Therefore, the obtained solutions do not guarantee be the optimal
in technical, economic, and environmental aspects at the same time. In addition, it drives that the
selection of the ultimate solution be not generic.

Therefore, this work aims to diversify the traditional design process of pumping stations, in which
the methodological design development is proposed through a multi- criteria perspective based
on technical, environ-mental, and economic criteria that respond to the current dynamics of
infrastructure projection.

2.2 Hypothesis and Required Data

One assumption of this methodology is that the WDS is a closed system, and the PS injects directly
the flow to the consumption nodes. In addition, they hydraulic characteristics of the system (set-
point curve, demand pattern) are assumed as known data. In this way, the required data to
develop the methodology are the following:

e Setpoint curve: it is the definition of the hydraulic requirements. It represents the
minimum head necessary leaving of the pumping station to guarantee the demands with
the minimum pressure conditions required
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H.=AH+R-Q°¢ (1)

The term AH is the static head of the PS including the minimum pressure service of the
network, R represents energy losses produced in the system, and c is an exponent that
depends on the characteristic of the system.

Schematic Model of a PS: Iglesias Rey et al. [25] proposed a parameterized model of a PS.
The basic scheme includes a back-up pump to guarantee the reliability of the PS. The
scheme is represented in Figure 1. In this figure, the parameters N1, N2 and N3 are the
characteristic lengths of the PS, which are considered proportional to the nominal
diameter (ND) of the pipe:

N1 N3 R

A ! ! : é i >< | '
é,/r Check valve

A

N2
Sectioning : Reserve
v | !

Figure 1. Basic Scheme of a PS.

Pump Model Database: Every pump model in the commercial catalogue is defined by the
Best Efficient Point (BEP). The BEP includes the nominal Head (Hy), the nominal flow (Qo),
the nominal efficiency (n¢), and the nominal rotational speed (Ny). These variables
determine the pumping curve (H-Q) and the efficiency curve (n-Q). The characteristic of
the pumping curve is defined by fixed parameters: A, H;, and B (Equation 2), and the
characteristic of the efficiency curve is defined by fixed parameters: E and F (Equation 3).
In addition, both curves are defined by the variables: the ratio of the current rotational
speed and the nominal rotational speed (a=N/Ny), the flow (@), and the number of
installed pumps (b).

H=Ha?—-a@B4. (%)B (2)

Q Q * (3)
n=£ a-'b F (a . b)
In addition, the parameters of a PS includes the correction of the pump efficiency of the
affinity laws developed by Sarbu and Borza [26] (Equation 4). The term 1. is the pump
efficiency correction and 7 is the efficiency of the affinity laws. On the other hand, Bricefio
et al. [27] developed an expression to estimate the efficiency of the frequency drive
(Equation 5). The terms ki, k2, k3 are constant parameters of the equation of the frequency
drive efficiency, 1., is the maximum frequency drive efficiency. Finally, Ps in equation (6)
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is the consumed power of the PS, and Qrspand Qvsp are the flow delivered by FSP and VSP
respectively.

ne=1-(1-a)3n (4)

My = Mo By —kz - (1= a)3) (5)

PS:V'QFSP'H+V'QVSP'H (6)
Ne Ne "My

e Demand Patterns: This methodology incorporates the analysis of variability of demand
in the PS design. The different scenarios are defined by the probability of non-exceedance
of the demand from 0 to 1. Every scenario has its probability of occurrence to determine
the number of days of occurrence of every demand scenario.

o Electricity rates: correspond to electricity rates that change hourly depending on the
type of power contracting that the supply system has.

e MEI: Is a dimensionless index that defines the ratio minimum efficiency of the pump
between the operating point of 75% of the BEP and the overload of 110% of the BEP. This
index is calculated according to EU Regulation 547/2012.

e CO2 Emission: This factor is obtained from a local energy maker and it is used to calculate
the CO2 Emission by the PS.

e Economic Factor: This factor is associated with the annual interest rate to amortize the
investment cost in yearly costs.

2.3 Evaluation of the Pump Models

Every pump model in the database is evaluated the feasibility with the hydraulic characteristics
of the WDS. The maximum head (H;) of every pump model must be higher than the maximum
required head of the system (Hmax). The infeasible pump models are discarded, and the feasible
pump models could be considered as potential solution. In addition, in every feasible pump model
is determined the minimum number of pumps (bmin) and checked if bmin is not greater than the
maximum allowed number of pumps (bmax)

In every feasible pump model are five different configuration of control system obtaining a
maximum potential solution of 5XNyigie. In control system configurations 4 and 5, have the
combination of m number of FSP and n number of VSP (m+n=bmn»). In these configurations are
optimized the number of pumps (b=m+n) in every time slot and in every scenario of demand. The
optimization process consists of adding a unit number of VSP in every combination of (b = m +n)
until is not possible to improve the consumed power of the PS. In this context, the optimal number
of pumps (b=m+n) could be greater than bmin. In summary, the optimal configuration of control
systems 4 and 5 search the optimal number m FSP and n VSP in operation, and the rotational speed
to minimize the consumed power (Prop). The following figure 2, describes the optimization
process of the control system configurations.
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Figure 2. Optimization Process of Control System Configurations

The potential solutions are evaluated in every criterion of technical, environmental, and economic
criteria. The obtained results of the potential solutions in every criterion are ranked in a numeric
scale of 0 to 1, where 0 is the worst and 1 is the best solution.

The criteria considered in this methodology is described in detail below.

Technical Criteria

1. Size: The size of the PS is in function of the number of pumps installed and the length of the
pipelines in the station. A higher score is assigned to this sub-criterion if the installation area is
small. In this way, the highest size is assigned a score of 0 and the smallest size is assigned a score
of 1.

2. Flexibility: The flexibility of the PS is associated with the number of pumps installed, i.e. as
higher is the number of pumps installed, the flexibility is larger. In fact, a greater number of pumps
in the PS allows that the perfomance of the system increase. A higher score is assigned to this sub-
criterion if the number of pumps installed is large. The potential solution with the highest number
of pumps (b) is assigned a score of 1 and the solution with the smallest number of pumps is
assigned a score of 0.

3. Complexity of control: This sub-criterion is associated to the number of elements needed in
every control system strategy. The control system is considered less complex if the number of
control elements in the system is small. Hence, as smaller is the number of control elements
installed, the score assigned is higher. Every control system configuration is assigned a numeric
score from 0 to 1 (Table 1), where 1 is the least complexity of the control systems and 0 the highest
complexity of the control systems. The scores are obtained from pairwise comparisons of the
different control system configurations applying the AHP method.
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Table 1. Numeric Score of the Control System Configurations

Control System Complexity Numeric Score

Configuration Level
1. Without CS 1 1.00
2. FSP with PC 2 0.57
3. FSP with FC 3 0.32
4. FSP-VSP with PC 4 0.15
5. FSP-VSP with FC 5 0.07

Economic Criteria

4. Investment cost: It includes the costs of supplying and installing pipes, fittings and control
elements, as well as the cost of the pumps. Additionally, it includes the costs of supplying and
installing accessories and tubing for the reserve pump and its value. The equations to determine
the purchase and installation costs of the accessories were developed by Bricefio-Ledn et al. [24].
The investment cost is annualized considering the life cycle of the elements, and the annual
interest rate. A higher score is assigned to this sub-criterion if the investment cost is small. In this
way, the solution with the lowest investment cost is assigned a score of 1 and 0 to the solution
with the highest investment cost.

5. Operational cost: This sub-criterion is associated to the yearly cost of consumption energy (€)
for the PS, and it is calculated by the following equation.

Ng N¢
Cyear = 365X Y Prppa (Y Prya X At X TE,) (7)
d=1 t=1

The term Ny is the number of demand scenarios, the sub-term d corresponds to each demand
scenario, the duration of the time slot is represented by 4¢t, the sub-term correspond to every time
slot, and TE is the electric tariff. The number 365 is used to obtain the number days of occurrence
of every demand scenario. The lower the operational cost, the higher the score to be assigned to
this sub-criterion. Hence, the lowest operational cost is assigned a score of 1 to the solution and
the highest operational cost is assigned a score of 0 to the solution.

6. Maintenance cost: It represents the cost of maintenance activities to implement in the PS to
keep it under good conditions. The frequency of maintenance activities for the elements of the PS
and their costs are obtained by a database to determine the annual maintenance costs. A higher
score is assigned to this sub-criterion if the maintenance cost is small. In this way, the solution
with the lowest maintenance cost has a score of 1 and 0 the solution with the highest maintenance
cost.

Environmental Criteria

7. MEI: The EU regulation 547 /2012 developed the calculation of the MEI index. According to this
regulation, a MEI value of 0.7 is excellent, whereas a MEI below 0.4 is not acceptable. This sub-
criterion is evaluated in a numeric score, where a high score is assigned if the MEI index is high.
These scores are detailed in the following table 2:
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Table 2. Numeric Scale for MEI Index values

MEI Index ~ umeric
Score
0.1 0.05
0.2 0.07
0.3 0.12
0.4 0.27
0.5 0.40
0.6 0.61
0.7 1.00

8. CO2 Emission: It represents the amount of CO2 produced by the PS when it is in operation. CO2
emission is obtained by the multiplication of energy consumed by the PS with an emission factor
EF. This sub-criterion is evaluated in terms of Kg of C02 in a year.

GHGgyear = EF X Cg year (8)

A high score is assigned to this sub-criterion if the CO2 emission is low. Therefore, the solution
with the lowest CO2 emission is assigned a score of 1 and 0 the solution with the highest CO2
emission.

9. Performance of regulation: The performance of the regulation system (7gs) relates to the ratio
of the head of the set-point curve (H.), to the head of the PS (H) obtained as a result of the
application of the control strategy in every time slot (t) (Equation 9). The constraint is that H > H..
A high value of this ratio means that the PS is working close to the set-point curve, resulting in an
improvement of energy wastes. The overall performance of the regulation system is obtained as
the flow of PS-weighted average of ngs in all time slots and in all demand scenarios.

H;
= — 9)
NRs,t H,,

A high score is assigned to this sub-criterion if the performance of regulation is high. Hence, the
highest perfomance regulation of a solution is assigned a score of 1 and 0 with the lowest
perfomance regulation of a solution.

2.4 Adaptation of the AHP method in PS Design

The propose to apply the AHP method is to determine the importance weight or the priority of
every criterion and sub-criterion in a PS Design. These priorities are obtained by the judgment of
group of experts in PS. Saaty established a numeric scale to compare how important is a criterion
over another in pairwise comparison and organized in a quadratic matrix. The scale is established
by the following values: 1. The value corresponds to equal importance between one criterion and
another; 3. Moderate importance of one criterion over another; 5. Strong importance of one
criterion over another; 7. Very strong or proven importance of one criterion over another; and 9.
Extreme importance of one criterion over another.

In this way, technical, environmental, and economic criteria are compared among themselves and
organized in the comparison matrix to obtain an eigenvector of the importance weight of every
criterion. In the same way, the sub-criteria of every criterion are compared among themselves in
the comparison matrix to obtain a local eigenvector of the importance weight of the sub-criteria
with respect to the criterion it belongs. Finally, the product of the importance weight of the criteria
with the local importance weight of the sub-criteria determines the global importance weight of
the sub-criteria.
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Another element of the AHP is the “Consistency ratio” (CR), which corresponds a tool that allows
controlling the consistency of paired comparisons. Being subjective value judgments, consistency
is not absolute in the comparison procedure. Saaty [20] defined that the CR should not be higher
than 0.1 regardless of the nature of the problem. Consistency does not imply a “good” final
selection, it only guarantees that there are no conflicts in the comparisons. This methodology
proposes to weight the global importance weight of the criteria with the obtained CR to decrease
the subjectivity of judgments by the group of experts.

On the other hand, the dominant and dominated solutions of the assessment in every criterion are
identified by the Pareto Front. In this way, the dominant solutions are considered as potential
solutions and continues in the process of the methodology, whereas the dominant solutions are
discarded.

Then, the dominant solutions are assessed weighing the score of every criterion with their
importance weight. The global assessments of the solutions are transformed in a numeric score
from 0 to 1, where 1 is assigned to the solution with the highest value of the assessment and 0 to
the solution with the lowest value of the assessment. Finally, the solution with the best score is
considered as the ultimate solution in the PS.

The following flowchart (Figure 3) describes the different stages of the proposed methodology:
the required data, determine the feasibility of the pump models to the system, and the assessment
of the potential solution and the selection of the ultimate solution.

! Required Data
P35 Coatrol

Set-paint Curve

Second Stage

_y | Combination
WGP

B 2

First iSlaue

N solutions

Crileria Criteria Criteria

i - Technical Factors | Economic Factars | [Envirenmental Factors |

Sub-Critena

> N solutions

'

Pareto Front

Third Stage

Figure 3. Flowchart of the proposed methodology
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3. CASE STUDY

This work considered a closed WDS namely BN for PS design. This WDS feature a yearly average
demand of 25.0 L/s. The hydraulic characteristic of the system is represented by the set-point
curve (See table 3).

Table 3. Set Point Curve of BN-WDS

AH (m) R c
3250 0.0312 1.75

H. =32.50+ 0.0312 x Q173

Data

The database of the pump models used in this work is conformed by 67 different pump models
with their respective BEP, the parameters of the head pumping curve and efficiency curve. In
addition, every pump model has its purchase cost and its cycle life.

The velocity design considered for the design of the PS scheme is (V'=2.0 m/s). The parameters for
the length of the pipes in the PS are N;=20, N,=40 and N3=20. In addition, the maximum number
of installed pumps (bmax) allowed in the design is 10 pumps.

This case study considered 21 different scenarios of non-exceedance probabilities (P.) of BN-WDS
demand from 0 to 1 with and interval of 0.05. In this way, the different P. of demand are featured
by (0; 0.05; 0.10; 0.15..... 1.0). These data were obtained from Alvisi and Franchini Work [28]. The
probability of occurrence (Pr,pp) of the maximum and minimum P of demand is 2.5 % and the P;pp
of the other P.of demand is 5.0 % (See Figure 4)

Figure 4. Variability of Demand of BN-WDS

The BN-WDS uses a single Electric Tariff with three kinds of hours: off-peak, peak and plain hours.
The costs of the tariff of every kind of hour are specified in the following table 4.
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Table 4. Electric Tariff of BN-WDS

Electric Tariff TE Initial Final
Type of hours

(€/kWh) hour hour
Off-peak hours 0.069 0 8
Peak hours 0.095 11 15
Plain hours 0.088 8 10
16 23

4. RESULTS

The obtained priorities of the criteria and the obtained local and global priorities of the sub-
criteria of every criterion from the judgment of the group of experts in the AHP method are
detailed in the Table 5. The priorities are expressed in a numeric scale from 0 to 1. Table 5 shows
that the most important criteria in the PS design are Economic and Technical criteria with a score
of 0.44 and 0.41, respectively, whereas the environmental criteria have less importance with a
score of 0.15. The most important sub-criteria are Complexity of PS and Operational Cost with a
scores of 0.18 and 0.16, respectively. Other sub-criteria, such as: Size of the PS, flexibility of the
PS, investment cost and maintenance cost have a moderate priority with scores over 0.11. On the
other hand, the priority of environmental sub-criteria: MEI, CO2 emission and perfomance of the
regulation system are considerably less priority than the others with scores lower of 0.05.

Table 5. Obtained Priorities of the Criteria and Sub-Criteria for the PS Design

Criteria Priority Sub-Criteria Local Priority | Global Priority
C1 Size of the PS 0.26 0.11
) C2| Flexibility of the PS 0.31 0.13
Technical
. 0.41
Criteria
C3| Complexity of the PS 0.43 0.18
C4 MEI 0.35 0.05
Environmental 0.15 C5 CO2 Emission 0.22 0.03
Criteria '
C6 Perfomfmce of the 0.43 0.06
regulation system
E . Cc7 Investment Cost 0.30 0.13
conomic 0.44 |[C8| Operational Cost 0.37 0.16
Criteria -
C9| Maintenance Cost 0.33 0.14

In this WDS, two different methods of PS were performed. The method 1 is the typical
methodology, where it is only considered economic factors. The selection of the ultimate solution
is based on the minimization of LCC. The method 2 is the proposed methodology, where it is
considered technical, environmental, and economic criteria basing on the AHP method. The
solution with the highest overall score is selected as ultimate solution. The objective of this design
framework is to analyse the effects of including Technical and Environmental aspects with respect
to the classical method considering only economic aspects.

Table 6 shows the ultimate solutions of method 1 and method 2 for the PS design in BN-WDS. In
every solution is detailed the BEP of the pump model (Qq, Hy, 170), the values and the numeric scores
in every of the 9 sub-criteria, and the LCC.
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Table 6. The Characteristics of the Ultimate Solutions of Method 1 and Method 2 for BN-WDS

Method 1 (LCC

Method 2 (AHP with Tech.

Minimization) Env. And Eco. Criteria)
8 Pump Model
o 2 Number 33 5
E g Qo 24.321/s 9.061/s
& g Ho 78.73m 78.19m
1]
5 Mo 63% 77%
Values Score Values Score
7]
o Cl  SizePS 151.20 m? 1.00 158.40 m? 0.80
Q
2 Flexibility
e C2 (b)mFSP;n 0 FSP- 3 VSP 0.01 7 FSP- 0 VSP 0.67
15}
= VSP
=
g |c3 Control 5 0.07 3 0.32
2 System
B c4 MEI 0.11 0.07 0.70 1.00
=
S 8 | C5 GHEmission| 68954.94KgC02  0.93 74,695.35 KgCO2 0.91
£ 9 g g
=) [}
e 2" Perfomance
E C6 Regulation 100% 1.00 79% 0.49
<5 System
. c7 I“"e&t;‘t‘e“t 6,604.70 €/year 092 | 12,347.87 €/year 056
E 8 -
S2 |c8 Ope(r:j‘)tslt"“al 15,877.26 €/year  0.93 17,182.22 €/year 0.91
c9 a“::g;‘tance 1,193.21 € /year  0.90 2,105.30 €/year 0.37

Overall Score

0.96

1.00

Life Cycle Cost

23,675.17 €/year

31,724.93 €/year

The following radial chart (Figure 5) shows a comparison of the obtained scores for every sub-
criterion of the ultimate solutions of method 1 and method 2. As it can see in this figure, the scores
in the sub-criteria of the ultimate solution in Method 2 are over 0.30, whereas the solution in
Method 1 has low scores in sub-criteria C2, C3 and C4. Hence, the ultimate solution in Method 2
is more equilibrate with the 9 sub-criteria than the solution in Method 1.
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—Model 32 (Method 1) =——Model 45 (Method 2)

Size PS (C1)

Maintenance Cost (C9 .  Flexibility PS (C2)

Complexiy Control

Operational Cost (C8) System (C3)

Investment Cost (C7) * MEI (C4)

Perfomance Reg. Syster

(C6) GH Emission (C5)

Figure 5. Radial chart of the scores for every sub-criterion of Method 1 and Method 2

The figures 6 and 7 show the number of pumps in operation (b) and the consumed power of the
PS (Pr) in every time slot and for every scenario probability of non-exceedance of the demand (P.).
The scenarios considered in these figures are P._0.00, P._0.25, P._0.50, P._0.75, and P._1.00. The
objective to display these figures is to feature how is the operating behaviour of the ultimate
solution in the method 2. As it can see in these figures, the number of pumps in operation (b) and
the Consumed Power (Pr) of the PS increase as the demand is higher.

Figure 6. Number of pumps (b) in operation for every time Figure 7. Consumed Power (Pr) for every time slot and in
slot and in every demand scenario every demand scenario

5. DISCUSSION

The obtained solutions show interesting insights with different methodologies of a PS design,
including the differences and effects of considering technical, environmental, and economic
criteria based on the AHP method in contrast with classical method based on minimization the
LCC.

The ultimate solution of Method 1 has a configuration of 0 FSP- 3 VSP with a FC system. It yields
low investment cost, operational cost, and maintenance cost with scores over 0.90. This method
is based on minimization LCC, so this solution has the lowest LCC of all the potential solutions
considered. In addition, this solution yields low Kg of CO2 consumption and an excellent
perfomance of regulation (100%) because are closely related with operational cost.
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On the other hand, the ultimate solution of Method 2 has a configuration of 7 FSP- 0 VSP with a FC
system. This method besides considering economic criteria considers technical and
environmental criteria. Hence, this solution yields good qualities with the criteria: size of the PS
and flexibility of operation with scores over 0.67. While the complexity of control system of this
solution has a score of 0.32, but less complex than the control system of the solution of Method 1.
In addition, the solution of Method 2 has excellent qualities of the environmental criteria: MEI and
CO2 consumption with scores over 0.92, while the score of the sub-criterion perfomance of
regulation is only 0.49. The environmental criteria have low importance weight with an overall
weight of 0.15 in the PS design. The solution of Method 2 yields low operational costs with a score
of 0.91, whereas the scores for investment costs and maintenance costs are 0.56 and 0.37,
respectively.

In summary, the main effects of considering technical, economic, and environmental criteria in a
PS design in contrast with only considering the minimization of LCC lie in that the ultimate
solution of Method 2 uses greater number of pumps than in the Method 1, but the size of the pump
model in terms of flow in Method 2 is lower than in the Method 1. In addition, the configuration
of the control system in the Method 2 is less complex than in the Method 1. These obtained results
could be justified because the sub-criterion complexity of control system has the highest
importance weight in the AHP method. In addition, the importance weight of technical criteria
obtained in the AHP method are high with an overall value of 0.41.

6. CONCLUSIONS

This work developed a methodology for a PS design that consider together technical,
environmental, and economic criteria in the design. The process of this methodology is based in
the AHP method. This methodology proposed a quantitative assessment of the potential solutions
in every one of the criteria. In this way, this work has achieved that the methodology be
standardized and could be applied in any kind of PS. In addition, this methodology, has solved the
limitations of the classical PS design including technical aspects in the design process.

This methodology has introduced an optimization process in the control systems strategies
searching the optimal number of pumps in operation and the current rotational speed to minimize
energy consumption in the PS. This contribution has achieved to mitigate polluted energy
produced in the PS and be friendly to the environment.

The principal effect of design a PS with the proposed methodology (Method 2) in contrast to the
classical methodology (Method 1) is in the configuration of the PS. The ultimate solution based on
Method 2 tends to use a greater number of pumps than in Method 1, but with a smaller flow in the
pumps. The control system of the solution in Method 2 is less complex than the solution in Method
1. In summary, the principal effects of Method 2 in contrast with Method 1 are visualized the
characteristics in technical aspects because the importance weight of these criteria obtained in
the AHP method is high with a weight of 0.41

The inclusion of environmental aspects in a PS design (Method 2) allow that the ultimate solution
could have better characteristic in environmental criteria, especially in the MEI, though the
importance weight of this criteria is low in comparison with other technical or economic criteria.
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